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 This is v.01 (PART I) of the e-Privacy Report. The final version of this Report will consist of a revised version of 

PART I and PART II.   
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Introduction 

With the ubiquity of the internet and ever-advancing technologies, the fundamental rights to data 

protection and privacy have gained a new dimension. The latest developments in the field of data 

protection and e-Privacy laws have accordingly become soaring topics globally. The legal 

framework in the EU with the GDPR and the upcoming e-Privacy Regulation are now widely 

recognised to be revolutionary defences in the fundamental rights to data protection and privacy 

in the world. Due to the high standards this framework imposes, it can also be perceived as a threat 

for industries such as online advertising that live on end-user’s data in today’s golden age of the 

data-driven economy.   

While the enactment of the GDPR has created a new battlefield for different stakeholders, 

especially for the tech giants in the online advertising ecosystem, the delays in the enactment of 

the long-awaited e-Privacy Regulation have resulted in ambiguity among different stakeholders. 

This ambiguity encapsulates many questions especially with regards to online advertising and the 

notion of ‘consent’ which are still expected to be resolved with the enactment of the e-Privacy 

Regulation. This is mainly because the current e-Privacy regulatory framework has become 

outdated and fails to keep up with the current issues faced with regard to various topics such as 

processing of metadata including location data, cookies and other novel technologies used in 

online advertising, data processing relating to Internet of Things (IoT) devices and machine to 

machine communications, all of which have a significant place in today’s digital economy. In 

EDPS’ 2020-2024 Strategy, there is reference to the increasing backlash against third party cookies 

and novel methods of identifying individuals and relevant data protection and privacy challenges.2 

Recent developments pave the way for finding alternatives to current tracking technologies and an 

incline to use cookieless tracking methods.3 

 
2
 European Data Protection Supervisor, ‘The EDPS Strategy 2020-2024 - Shaping a Safer Digital Future’ (2020) 8, 

18 <https://edps.europa.eu/sites/edp/files/publication/20-06-30_edps_shaping_safer_digital_future_en.pdf> accessed 

21 August 2020. 
3
 See for example, the work of W3C on novel tracking methods, Lara O’Reilly, Interview with Wendy Sletzer, ‘A 

Key Web Standards Group Will Help Decide What Comes after the Third-Party Cookie’ (29 January 2020) 

<https://digiday.com/media/wendy-seltzer-how-w3c-groups-work/>; For technical details, see ‘W3c/Web-
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All these technological developments increase the need for a new e-Privacy framework in the EU, 

but also underline how sensitive the balance between the technology and the laws that regulate it 

is. The recent history of e-Privacy in the EU, as will be detailed in this Report, prove the 

importance, for regulatory bodies, of keeping up with the technological developments, as well as 

of having a decent understanding of the technologies they attempt to regulate and the foresight that 

comes along with it to predict the practical effects of the regulations.   

Section I of this Report will start with a comprehensive overview of the European regulatory 

framework, provide a brief history of the e-Privacy laws, explain its scope and objectives by 

underscoring the importance of the interplay between the e-Privacy laws and the GDPR, its 

relationship with the other legislative frameworks, as well as the institutional framework of e-

Privacy Regulation explaining the duties, powers and coordination under the current system. An 

analysis of the e-Privacy Directive numbered 2002/58 will be provided by elaborating on the EU’s 

past framework directives regime pointing out the fact that the e-Privacy Directive was one of the 

five directives (called framework directives) which shaped collectively the EU’s e-communication 

approach. The comprehensive evaluation will be furthered by explaining the subsequent 

developments in the EU legal framework and address the discussions stemming from the reasons 

behind the failure of the e-Privacy Directive, the changes that are brought with the Cookie 

Directive numbered 2009/136 and the perplexed situation created by the already existing problems 

which are hoped to be addressed in the final version of the e-Privacy Draft Regulation prior to its 

enactment.       

Following a detailed evaluation of the European regulatory framework, the current laws and 

provisions in Turkey will also be outlined for comparison purposes while pointing out the current 

provisions in the e-Privacy Regulation Draft. The scope of these provisions will be discussed by 

mainly referring to the currently debated challenges that bear the risk to remain unsolved if the 

necessary amendments are not implemented in the final version before the enactment of the e-

Privacy Regulation.  

 
Advertising’ <https://github.com/w3c/web-advertising>; See also Timothy C Storm, ‘Cookieless Tracking System’ 

<https://patents.google.com/patent/US20080172495>. 
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Section II of this Report will focus on online identifiers used in advertising, tracking and location 

data, some of the most problematic topics waiting to be resolved with the new e-Privacy 

Regulation, and how the draft regulation approaches these topics.  The Report will address new 

developments in tracking technologies, plans for new generation profiling tools and “cookieless 

tracking”, the draft e-Privacy Regulation’s position in the face of these new technologies and 

whether it provides the appropriate standards. Finally, in PART II of this Report, we will try to 

establish a position regarding the optimum approach for Turkey to balance user privacy and online 

advertising.  

The reason behind such focus on online advertising and tracking methods is that there seems to be 

an ever evolving conflict between user privacy and the data economy when it comes to these fields, 

and there is an urgent need to address the question of how a balance could be reached between 

user privacy and the data economy. Therefore, this report aims to address the various ways the 

new regulation could provide some relief and the challenges its current draft presents. Another 

question that will be considered in the report is whether a focus on self-regulation/co-regulation 

and increasing digital literacy would be able to bring some relief in the face of the long standing 

conundrum regarding the draft e-Privacy Regulation. In order to provide a thorough understanding 

of the e-Privacy laws, the upcoming draft regulation and its implications on these topics, the recent 

developments, academic literature, commentaries from the relevant industries as well as the legal 

and practical concerns will be addressed while explaining the potential impact the upcoming e-

Privacy Regulation will create on different stakeholders, especially in online advertising sector.    

The evolving e-Privacy ecosystem in the EU currently prevents this Report from reaching 

definitive legal conclusions, as any such conclusion is bound to change with the final version of 

the draft e-Privacy Regulation. Nevertheless, one conclusion that the Report reaches is that the 

results derived from the comprehensive analysis carried out throughout are of utmost importance 

for Turkey to learn lessons from the EU’s experience in order to adopt the optimal approach where 

different stakeholders’ rights and interests are safeguarded after a careful consideration. Only then 

can a healthy balance be achieved between these rights and interests to ameliorate the currently 

existing system.  
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In PART I of our Report, we explain e-Privacy chronology in the EU, a summary of the current 

debates surrounding e-Privacy draft Regulation, Turkey’s approach towards e-Privacy, location 

tracking and online advertising and relevant challenges with regards to online advertising 

technologies and e-Privacy laws. In PART II of the Report, we will aim to provide a road map for 

adopting e-Privacy laws that are built on the data minimisation principle as well as other core data 

protection principles which would lead to an advertising world that is more respectful to data 

privacy. We will aim to discuss current challenges considering the ever-developing novel 

technologies including already existing ones as well as new ones such as “cookieless tracking” 

systems and address their legal implications in this context. After presenting the current situation 

with regards to e-Privacy laws and providing an overview of the existing challenges in PART I, 

we will provide recommendations to draw a roadmap for Turkey in PART II, which will also 

contain a small impact and UX assessment concerning analytics cookies based on analysis of 

different websites and outcomes of the interdisciplinary research we carried out by adopting a 

multi stakeholder approach.    

All in all, this Report aims to address the most debated topics and current challenges regarding the 

upcoming e-Privacy Regulation in the EU, especially concerning online tracking, cookies, the 

plans for new “cookieless tracking” schemes and location data. The stalemate faced in the EU 

points out to the constant conflict between various stakeholders. The upcoming plans for 

cookieless tracking could decrease the potential effect of the current plans for the new e-Privacy 

Regulation. All these developments underline how crucial it is for the lawmakers to keep up with 

the new technologies before taking regulatory action. Moreover, the fast pace of technological 

developments points to soft laws or different regulatory approaches such as co-regulation/self-

regulation as a source of relief in this constant conflict. 

Methodology of the Report 

This Report looks into different approaches to ePrivacy laws and addresses issues which rotate 

around the debates relating to ePrivacy regimes and ever developing advertising technologies. This 

Report presents different perspectives adopted by various stakeholders and compares the existing 

laws in the EU and Turkey, as well as opinions of relevant academic commentators and policy 

makers with the purpose of drawing a road map for Turkey. To do so, we analysed national 
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regulations, policies, policy recommendation papers, opinions of public authorities, academics, 

and the private sector. We also conducted unstructured interviews with experts from the digital 

advertising industry and officials. We will aim to reflect the results we inferred from these 

interviews in PARTI II of our Report in accordance with the anonymity principles. Our research 

team consists of technologists, lawyers, publishers, advertisers, academics, and experts in the field 

who shared their experience and valuable opinions with us helping us to analyse the practical issues 

concerning e-Privacy laws and novelties in the advertising industry. PART I of our Report provides 

a general framework explaining the chronological advent of e-Privacy laws in Europe and 

addresses main challenges that have become soaring topics lately. In PART II of our Report we 

will aim to delve into the business impact to turn off all cookies (except necessary cookies) on 

websites, the implications of cookieless tracking technologies while addressing the question of 

how do we balance user privacy and the data economy in the context of online advertising. To do 

so, we will also look at the legislation aspect and question whether we need strict regulations to 

protect users or self-regulation/co-regulation and how digital literacy could be seen as a compelling 

option in enhancing individuals’ rights to data protection and privacy. We will try and explore 

collaboration options within the ecosystem and underscore the role of digital literacy and clear 

regulations that enhance individuals' rights and freedoms while making sure not to undermine other 

stakeholders’ rights and interests. Lastly, with this setting and possible answers to the mentioned 

questions, we will try to draw a map for Turkey in an effort to find the optimum approach for 

Turkey in order to find the right balance between protecting users’ right to privacy and supporting 

transparency, fairness, and innovation in the golden age of online advertising industry.  

Scope and objectives 

This Report consists of two PARTS and aims to address the most debated topics and current 

challenges regarding the upcoming e-Privacy Regulation in the EU, with a specific focus on online 

identifiers and tracking, including new “cookieless tracking” technologies. The Report tries to 

answer the questions of how to balance user privacy and the data economy in terms of online 

advertising, as these areas need the most consideration and are most significantly affected from 

the e-Privacy regulatory reform, and whether strict regulations are needed to protect users or if 

self-regulation/co-regulation along with improved digital literacy of users could provide much 

needed relief in this regard. Following these questions, this Report thoroughly evaluates the current 
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issues rotating around the e-privacy laws while underscoring the importance and the role of ever-

advancing “cookieless tracking” technologies in today’s golden age of online advertising. Lastly, 

this Report furthers the discussion by making recommendations to achieve the optimum approach 

in Turkey in pursuit of protecting different stakeholders and finding the right balance between user 

privacy and online advertising economy.   

 

PART I 

Section I: E-privacy Chronology in the EU and Turkey  

A. Overview of the European Regulatory Framework   

The European Commission issued a proposal for a new e-Privacy law on January 10, 2017, that 

sought to replace the existing e-Privacy and Electronic Communications Directive numbered 

2002/58,4 which was enacted in 2002 to oversee privacy regulations across the EU. In the European 

Union, the General Data Protection Regulation (GDPR)5 dated 2018 provides comprehensive rules 

for the processing of personal data. In addition, the EU lawmakers intended to adopt specific rules 

to protect confidentiality of communications, in a separate e-Privacy Regulation.6  

Privacy and data protection are fundamental rights that are protected under the European 

Convention on Human Rights (ECHR) and the EU Charter of Fundamental Rights, through Article 

8 of the ECHR (titled ‘Right to respect for private and family life’) and Articles 7 and 8 of the EU 

Charter of Fundamental Rights (titled ‘Respect for private and family life’ and ‘Protection of 

personal data’ respectively). The scope of the GDPR only covers Article 8 of the Charter, namely 

the right to data protection. In other words, the GDPR aims to regulate the rules relating to data 

 
4
 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of 

personal data and the protection of privacy in the electronic communications sector (Directive on privacy and 

electronic communications) [2002] OJ L 201/37. 
5
 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on the protection of 

natural persons with regard to the processing of personal data and on the free movement of such data, and repealing 

Directive 95/46/EC (General Data Protection Regulation), OJ 2016 L 119/1. 
6
 For arguments stating there is no need for such additional rules for communications confidentiality, see Frederik 

Zuiderveen Borgesius and Wilfred Steenbruggen, ‘The Right to Communications Confidentiality in Europe: 

Protecting Trust, Privacy, and Freedom of Expression’ (Social Science Research Network 2018) SSRN Scholarly 

Paper ID 3152014 <https://papers.ssrn.com/abstract=3152014> accessed 23 August 2020. 
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protection, not the privacy of communications. In today’s digital world, in order to ensure adequate 

protection of the fundamental rights to privacy and the protection of personal data, the adoption of 

the proposed e-Privacy Regulation is necessary to fill the gap that exists due to this lack of specific 

protections aimed towards privacy. The EU’s framework cannot be considered complete without 

an e-Privacy reform.7    

This Section provides an overview of the European regulatory framework for ePrivacy laws. It 

starts with providing a summary of e-Privacy Regulation by explaining its scope and objectives. It 

further provides a general picture for the interplay between the GDPR and e-Privacy laws in the 

EU. The Section continues with a brief explanation of the relationship of the e-Privacy Regulation 

with other legislative frameworks and the institutional framework presented by the e-Privacy 

Regulation, duties and powers of and coordination between different institutions having a role in 

the observation and enforcement of the e-Privacy Regulation. Afterwards, a brief history of the e-

Privacy laws in the EU is presented, starting from the e-Privacy Directive numbered 2002/58, 

ending on the cancellation of the draft e-Privacy Regulation at the end of 2019 and the most recent 

work on the draft by the Croatian Presidency. 

i. Scope and objectives of the e-Privacy Regulation  

The European Commission's proposal for a Regulation on Privacy and Electronic Communications 

has as its main objective to reinforce trust and security in the Digital Single Market by updating 

the legal framework on the laws and rules relating to e-Privacy.8 The EU’s e-Privacy Regulation 

was supposed to take effect alongside the GDPR in May 2018. Yet, as the EU reaches its data 

protection golden age with the enactment of the GDPR, the e-Privacy Regulation remains in draft. 

The Commission adopted its proposal for a Regulation on Privacy and Electronic Communications 

in January 2017.9 Through this proposal, the main aim is to protect confidentiality of 

 
7
 Giovanni Buttarelli, ‘The Urgent Case for a New EPrivacy Law’ (European Data Protection Supervisor - European 

Data Protection Supervisor, 19 October 2018) <https://edps.europa.eu/press-publications/press-news/blog/urgent-

case-new-eprivacy-law_en> accessed 23 August 2020. 
8
 European Commission, ‘Proposal for an EPrivacy Regulation’ (Shaping Europe’s digital future - European 

Commission, 10 January 2017) <https://ec.europa.eu/digital-single-market/en/proposal-eprivacy-regulation> 

accessed 23 August 2020. 
9
 Proposal for a Regulation of the European Parliament and of the Council concerning the respect for private life and 

the protection of personal data in electronic communications and repealing Directive 2002/58/EC (Regulation on 

Privacy and Electronic Communications) COM (2017) 010 final 2017. 
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communications, as provided for in the Charter of Fundamental Rights, but also to ensure the 

protection of personal data that may be a part of a communication as well as terminal equipment 

of end users.10   

The proposed e-Privacy draft Regulation stipulates on and complements the Regulation by setting 

out particular rules aligned with the GDPR. It aims to modernise the current EU e-privacy rules11 

to mirror technological and legal developments. Moreover, the draft regulation refers to the new 

Directive (EU) 2018/1972 (European Electronic Communications Code or EECC)12 for the 

definition of electronic communications services. This reference is significant as the EECC’s 

definition of electronic communications services now includes, taking into account the most 

widely used communication technologies of today, services that are functionally equivalent to 

more traditional communications services, such as Voice over IP (VoIP), e-mail, etc. As a result, 

the e-Privacy regulation enhances individuals’ exercise of their right to privacy through widening 

the scope of the new rules to also encompass over-the-top communications service providers, thus 

creating a level playing field for all electronic communications services. As mentioned above, this 

Report puts emphasis on the draft Regulation’s approach towards online tracking and location 

data, and the widening of the scope of the draft Regulation also allows the inclusion of new 

technologies used in such contexts.  

The need for updating the e-Privacy legislation has come in line with the necessity triggering the 

European legislation to keep up with the fast pace of development of IT services and products. The 

European Commission commenced a modernisation process of the data protection framework that 

was concluded in May 2016 by adopting the new GDPR.13 In parallel with this change, bringing 

the e-Privacy legislation into alignment with the new rules that are brought with the enactment of 

 
10

 European Commission, ‘Communication from the Commission to the European Parliament and the Council - Data 

Protection Rules as a Trust-Enabler in the EU and beyond – Taking Stock’ 

<https://ec.europa.eu/info/sites/info/files/aid_development_cooperation_fundamental_rights/aid_and_development_

by_topic/documents/communication_2019374_final.pdf> accessed 24 August 2020. 
11

 Directive 2002/58/EC of the European Parliament and of the Council of 12 July 2002 concerning the processing of 

personal data and the protection of privacy in the electronic communications sector (Directive on privacy and 

electronic communications) [2002] OJ L 201/37. 
12

 Directive (EU) 2018/1972 of the European Parliament and of the Council of 11 December 2018 establishing the 

European Electronic Communications Code (Recast) [2018] OJ L 321/36 2018. 
13

 European Commission, ‘Data Protection’ <https://ec.europa.eu/info/law/law-topic/data-protection_en> accessed 

24 August 2020. 
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the GDPR has become a necessity. It is also important to note that both data protection rules that 

are brought by the GDPR and will be complemented with the e-Privacy Regulation are seen as a 

trust-enabler in the EU and beyond. 

ii. The interplay between the GDPR and e-Privacy laws 

This subsection aims to provide a thorough understanding of the contextual and substantive 

relationship with the GDPR for which subjects GDPR preferred to be silent and just refer to draft 

e-Privacy Regulation; how e-Privacy draft Regulation completes the GDPR. It particularly focuses 

on the concept of metadata in the context of the interplay between the GDPR and e-Privacy laws.     

As addressed in Article 1 of the GDPR, the GDPR has the objective “to protect fundamental rights 

and freedoms of natural persons and in particular their right to the protection of personal data” 

and to ensure “the free movement of personal data within the Union”. The rules provided under 

the GDPR serve to ensure a balance between the (potential) benefits of data processing and the 

(potential) drawbacks. On the other hand, the existing e-Privacy Directive has the objective to 

“[harmonise] the provisions of the Member States required to ensure an equivalent level of 

protection of fundamental rights and freedoms, and in particular the right to privacy, with respect 

to the processing of personal data in the electronic communication sector and to ensure the free 

movement of such data and of electronic communication equipment and services in the 

Community” as stated under Article 1(1) of the e-Privacy Directive.14 

In the European Data Protection Board (EDPB)’s opinion15 dated 12 March 2019, the EDPB  urged 

EU legislators to intensify efforts toward adoption of the e-Privacy Regulation and discussed the 

interplay between the ePrivacy Directive (and MS implementing laws) and the GDPR. The EDPB 

referred to some important points and mostly debated issues as they concern personal data 

processing activities that may trigger both the e-Privacy Directive and the GDPR. These issues 

include but are not limited to the competence, tasks and powers of data protection authorities 

(DPAs), and how these may be affected when a data processing activity triggers both the e-Privacy 

 
14

 See Article 1(1)-(2) of the ePrivacy Directive, to be read in light of article 94(2) GDPR. 
15

 European Data Protection Board, ‘Opinion 5/2019 on the Interplay between the EPrivacy Directive and the GDPR, 

in Particular Regarding the Competence, Tasks and Powers of Data Protection Authorities’ (2019) 

<https://edpb.europa.eu/sites/edpb/files/files/file1/201905_edpb_opinion_eprivacydir_gdpr_interplay_en_0.pdf> 

accessed 24 August 2020. 
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Directive and the GDPR; application of the GDPR’s cooperation and consistency mechanism; the 

extent to which processing can be governed by both the e-Privacy Directive and the GDPR. The 

EDPB’s findings that are relevant for the purposes of this Report are explained below. 

The use of cookies is a significant processing activity which falls within the scope of both the e-

Privacy Directive and the GDPR. In its opinion on online behavioural advertising, the Article 29 

WP stated that “If as a result of placing and retrieving information through the cookie or similar 

device, the information collected can be considered personal data then, in addition to Article 5(3), 

Directive 95/46/EC will also apply”.16 The CJEU jurisprudence also states that it is possible for 

processing to fall within the scope of both the e-Privacy Directive and the GDPR.17 

Although it is possible for the processing to fall within the scope of both legislations, the GDPR 

does not have targeted rules for the processing of metadata on end-users’ devices, especially 

information used for online behavioural advertising, profiling and microtargeting, as well as more 

complex tracking methods, increasing the significance of the e-Privacy Regulation, which 

specifically addresses these topics. 

Another critical topic specifically regulated under the e-Privacy Regulation is location data 

(metadata). Information relating to individuals’ location can reveal information which may 

become sensitive depending on the context. For instance, it is possible to deduct socio-economic 

status of a person on the basis of the neighbourhood they live, specific health problems they may 

be having on the basis of health clinics they regularly visit, their religious preferences depending 

on places of worship they spend time in on a daily or weekly basis or their relationships on the 

basis of where they spent the night.18 What makes location data even more important is that it is 

 
16

 Article 29 Data Protection Working Party, ‘Opinion 2/2010 on Online Behavioural Advertising (WP 171)’ (2010) 

9 <https://ec.europa.eu/justice/article-29/documentation/opinion-recommendation/files/2010/wp171_en.pdf> 

accessed 24 August 2020; See also Article 29 Data Protection Working Party, ‘Opinion 1/2008 on Data Protection 

Issues Related to Search Engines (WP148)’ (2008) 12–13 <https://ec.europa.eu/justice/article-

29/documentation/opinion-recommendation/files/2008/wp148_en.pdf> accessed 24 August 2020; (As cited in 

European Data Protection Board, ‘Opinion 5/2019 on the Interplay between the EPrivacy Directive and the GDPR, in 

Particular Regarding the Competence, Tasks and Powers of Data Protection Authorities’ [n 15]). 
17

 See Wirtschaftsakademie CJEU, C-210/16, 5 June 2018, C‑210/16, ECLI:EU:C:2018:388. See in particular 

paragraphs 33-34. 
18

 Jennifer Valentino-DeVries and others, ‘Your Apps Know Where You Were Last Night, and They’re Not Keeping 

It Secret’ The New York Times (10 December 2018) 

<https://www.nytimes.com/interactive/2018/12/10/business/location-data-privacy-apps.html> accessed 20 June 

2019; Roger Clarke and Marcus Wigan, ‘You Are Where You’ve Been: The Privacy Implications of Location and 
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possible to make these deductions for most people by means of only four data points indicating 

location and time.19    

It is important to note that the location data can be easily abused. For instance, during the protests 

in the US following the police killings of Breonna Taylor and George Floyd, many people had 

their location information unknowingly spied on and analysed by Mobilewalla, a company that 

profiles users of mobile devices, based on demographics and behaviours, using application and 

location data obtained from other companies handling vast amounts of data, such as advertisers, 

data brokers and ISPs.20 The people whose data were collected most probably did not have any 

knowledge that this was happening, and there was (and still is) no way of limiting what these 

companies do with the data, unless proper legal limitations are established as to how such data can 

be collected and processed. In this context, legal boundaries would help create trust and support 

the data economy, whereas lack thereof would lead to significant insecurity and chilling effects 

for both sides of the data economy, namely data subjects/people and data companies. Losing their 

natural anonymity, people may hesitate to participate in protests, fearing they would be prosecuted 

afterwards. Accordingly, individuals may avoid sharing their location if they knew it would lead 

to less favourable outcomes; for instance, if they knew they would be presented with less 

favourable job opportunities, or worse prices in online shopping.21  

Due to the sensitivity of location information and the potential it carries within, in order to carry 

out data processing activities for the purpose of location tracking, explicit consent of the data 

subject is required. As the EDPB states in its guidelines on contact tracing,  

 
Tracking Technologies’ (2011) 5 Journal of Location Based Services 138, 150–152; ‘Your Morning Commute Is 

Unique: On the Anonymity of Home/Work Location Pairs’ (33 Bits of Entropy, 13 May 2009) 

<https://33bits.wordpress.com/2009/05/13/your-morning-commute-is-unique-on-the-anonymity-of-homework-

location-pairs/> accessed 26 June 2019. 
19

 Yves-Alexandre de Montjoye and others, ‘Unique in the Crowd: The Privacy Bounds of Human Mobility’ (2013) 

3 Scientific Reports 1. 
20

 Caroline Haskins, ‘Almost 17,000 Protesters Had No Idea A Tech Company Was Tracing Their Location’ 

(BuzzFeed News, 25 June 2020) <https://www.buzzfeednews.com/article/carolinehaskins1/protests-tech-company-

spying> accessed 30 June 2020. 
21

 Alvin Chang, ‘How the Internet Keeps Poor People in Poor Neighborhoods’ (Vox, 12 December 2016) 

<https://www.vox.com/2016/12/12/13867692/poor-neighborhoods-targeted-ads-internet-cartoon> accessed 24 

August 2020; Privacy International, ‘Case Study: Invisible Discrimination and Poverty’ (Privacy International, 30 

August 2017) <http://privacyinternational.org/case-study/737/case-study-invisible-discrimination-and-poverty> 

accessed 24 August 2020. 
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“location data collected from electronic communication providers may only be processed 

within the remits of Articles 6 and 9 of the ePrivacy Directive. This means that these data 

can only be transmitted to authorities or other third parties if they have been anonymised 

by the provider or, for data indicating the geographic position of the terminal equipment 

of a user, which are not traffic data, with the prior consent of the users.”22  

The EDPB also recalls that for information collected directly from the terminal equipment, Article 

5(3) of the e-Privacy Directive applies. This includes location data collected from the end-user’s 

terminal equipment as well. Accordingly, the storing of information on the user’s device or gaining 

access to the information already stored is allowed only on the basis of the user’s consent or if “the 

storage and/or access is strictly necessary for the information society service explicitly requested 

by the user”.23 The second condition in Article 5(3) of the e-Privacy Directive regarding the strict 

necessity for the provision of the services explicitly requested by the user would concern, for 

instance, cookies which keep track of items users pick to purchase later on an e-commerce website 

or cookies placed by online banking websites which serve to present users with information boxes 

indicating whether they logged in or out safely.24 On the other hand, tracking an individual’s 

location through their terminal device in a mall in order to send their devices advertisements about 

various shops they may like to visit would not fall under this and therefore would require their 

explicit consent.25  

Studies show that mobile operating systems, device manufacturers or companies that provide 

platforms for mobile applications carry out data processing activities and share identifiers such as 

AdIDs and IdFAs with applications that can be found in App Store and Google Play without 

obtaining users’ consent. Although Apple as well as Google Play have taken considerable steps in 

terms of privacy gaps and security vulnerabilities that existed in their systems in the context of 

 
22

 European Data Protection Board, ‘Guidelines 04/2020 on the Use of Location Data and Contact Tracing Tools in 

the Context of the COVID-19 Outbreak’ (2020) para 10 

<https://edpb.europa.eu/sites/edpb/files/files/file1/edpb_guidelines_20200420_contact_tracing_covid_with_annex_e

n.pdf> accessed 14 August 2020. 
23

 ibid 11. 
24

 See the second section regarding online identifiers for further details and discussion. 
25
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Oniki Levha Yayıncılık 2020). 
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mobile applications, there are still concerns with regards to privacy. One of major concerns and 

challenges related to mobile applications and protection of data subjects’ right to privacy and data 

protection concern data collection activities carried out by tech giants, more specifically, location 

data without obtaining users’ consent.26 The issue of processing individuals’ location data in 

exceptional circumstances has especially come under spotlight with the recent discussions that 

rotate around the COVID-19 tracing apps. It is noteworthy that while the use of such apps is 

mandatory in some countries, both in the EU and elsewhere,27 Turkey did not force the use of its 

COVID-19 tracking app. Later on, the EU also chose the same path: the European Parliament 

stated that the MSs should not force the use of such apps and the apps should include sunset clauses 

to ensure they will not be used  after the pandemic.28 The Guidelines published by the MSs on 19 

May 2020 and supported by the Commission also emphasize the voluntary nature of the apps to 

ensure interoperability across the EU.29  

It needs to be noted at this point that the latest proposal for the e-Privacy Regulation prepared by 

the Croatian Presidency30 includes legitimate interests as a legal ground for processing electronic 

 
26

 See Douglas C Schmidt, ‘Google Data Collection’ (Vanderbilt University 2018) 

<https://static.poder360.com.br/2018/08/DCN-Google-Data-Collection-Paper.pdf> accessed 24 August 2020. 
27
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Other Governments’ (POLITICO, 2 April 2020) <https://www.politico.eu/article/poland-coronavirus-app-offers-

playbook-for-other-governments/> accessed 24 August 2020. Some other countries that have a mandatory tracing app 

are India (see Patrick Howell O’Neill, ‘India Is Forcing People to Use Its Covid App, Unlike Any Other Democracy’ 

[MIT Technology Review, 7 May 2020] <https://www.technologyreview.com/2020/05/07/1001360/india-aarogya-

setu-covid-app-mandatory/> accessed 24 August 2020), Qatar (see Aljazeera News, ‘Qatar Makes COVID-19 App 

Mandatory, Experts Question Efficiency’ [Aljazeera, 26 May 2020] <https://www.aljazeera.com/news/2020/05/qatar-

covid-19-app-mandatory-experts-question-efficiency-200524201502130.html> accessed 24 August 2020), China (see 

Helen Davidson, ‘China’s Coronavirus Health Code Apps Raise Concerns over Privacy’ [the Guardian, 1 April 2020] 

<http://www.theguardian.com/world/2020/apr/01/chinas-coronavirus-health-code-apps-raise-concerns-over-

privacy> accessed 24 August 2020); and Taiwan (see Yimou Lee, ‘Taiwan Tracking Citizens’ Phones to Make Sure 

They Stay Indoors during Coronavirus Lockdown’ [The Independent, 20 March 2020] 

<https://www.independent.co.uk/news/world/asia/coronavirus-taiwan-update-phone-tracking-lockdown-quarantine-

a9413091.html> accessed 24 August 2020). 
28

 European Parliament, ‘Covid-19 Tracing Apps: Ensuring Privacy and Data Protection’ (5 June 2020) 

<https://www.europarl.europa.eu/news/en/headlines/society/20200429STO78174/covid-19-tracing-apps-ensuring-

privacy-and-data-protection> accessed 24 August 2020. 
29
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across-eu_en> accessed 24 August 2020. 
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communications metadata, which also covers location data (Article 6(b)(e), and Article 8(1)(g) 

regarding the information on the end-user’s terminal device). This inclusion may be considered 

problematic by some stakeholders and will be discussed in detail below. However, as mentioned 

in the previous paragraph, according to the e-Privacy Directive, which is currently in force, usually 

the consent of the end-user will be required to process location data.  

iii. The relationship of e-Privacy Regulation with other legislative frameworks 

One of the most significant aspects of the EU’s e-Privacy overhaul is that the privacy of electronic 

communications will be regulated with a regulation instead of a directive. The choice of regulating 

e-Privacy via a regulation instead of a directive brings legal consistency and more efficient 

harmonisation between the laws of MS, since regulations are directly applicable in the national 

legal systems, whereas Directives need to be transposed into the national law.  

On the other hand, within the scope of this Report, the most significant relationship of the e-Privacy 

Regulation with legislative frameworks other than the GDPR is with the EECC. As mentioned 

above, the e-Privacy Regulation adopts the definition provided for the electronic communications 

services in the EECC (Recital 11 and Article 4(b) of the e-Privacy Regulation). This definition 

“encompasses not only internet access services and services consisting wholly or partly in the 

conveyance of signals but also interpersonal communications services, which may or may not be 

number-based, such as for example, Voice over IP, messaging services and web-based email 

services”,31 leading to the inclusion of many online products and services with a tracking 

component. The e-Privacy Regulation refers to the EECC, specifically to Article 2 of the EECC, 

also with regards to the definitions of  “electronic communications network”, “interpersonal 

communications service”, “number-based interpersonal communications service”, “number-

independent interpersonal communications service”, “end-user” and “call”. Another aspect where 

the EECC is brought up, along with the GDPR concerns the security measures to be adopted: 

Recital 15aa in the current draft states that “In order to ensure the confidentiality of electronic 

communications data, providers of electronic communications services should apply security 

 
Repealing Directive 2002/58/EC (Regulation on Privacy and Electronic Communications) (6543/20)’ <https://eur-

lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CONSIL:ST_6543_2020_INIT&from=EN> accessed 30 June 2020. 
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measures in accordance with Article 40 of Directive (EU) 2018/1972 and Article 32 of Regulation 

(EU) 2016/679”.  

Other legislations that the draft regulation makes reference to are Directive 2008/63/EC32 for the 

definition of “terminal equipment” (Article 1(1), point (1)) and Directive (EU) 2015/153533 with 

regard to the definition of “information society service” (Article 1(1), point (b)). (Article 4(1)(c-

d) of the e-Privacy Regulation). 

The current draft text of the e-Privacy Regulation includes a new provision concerning the 

processing of electronic communications data for the purpose of preventing child sexual abuse in 

its Article 6(d). This Article refers to Directive 2011/93/EU34, especially to Article 2(c) of the said 

directive defining the abusive material, establishing a rather significant connection between the 

legislative framework for the prevention of child sexual abuse.  

iv. The institutional framework of e-Privacy Regulation: duties, powers and coordination 

The EDPB elaborates on the issue of whether the fact that certain personal data processing prompts 

both the GDPR and the e-Privacy Directive could somehow limit a DPA’s enforcement authority 

under the GDPR. The EDPB underlines that, as an initial matter, the DPA’s power must derive 

from the MS’s law implementing the e-Privacy Directive – that is, the DPA cannot automatically 

rely on its powers under the GDPR to enforce national e-Privacy rules. Assuming the relevant 

MS’s law provides the requisite backing, a DPA may scrutinize subsets of processing governed by 

that law. Accordingly, DPAs can enforce the GDPR even if a part of the problematic processing 

falls within the scope of the e-Privacy Directive. The EDPB found that DPAs can enforce both the 
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GDPR and the e-Privacy Directive, but the latter must be under the auspices of applicable 

implementing law.    

The Draft proposal for the e-Privacy Regulation originally included a paragraph under Article 18, 

which stipulated that the DPA’s designated pursuant to the GDPR would be responsible for 

monitoring the application of the e-Privacy Regulation (Article 18(1)). Nevertheless, this 

paragraph was deleted from the Draft. The intention behind the deletion was to provide more 

flexibility for the MSs; and, the current version adopts a closer approach to that of the e-Privacy 

Directive.35 Accordingly, MSs shall designate “one or more independent public authorities 

meeting the requirements set out in Articles 51 to 54 of Regulation (EU) 2016/679 to be 

responsible for monitoring the application of this Regulation” (Article 18(0)).36 It is also possible 

for MSs to designate one or more different supervisory authorities for matters that fall under the 

scope of Chapter III of the Regulation (Articles 12-16), governing end-users’ rights to control 

electronic communications.   

In the event where there are more than one authorities responsible for monitoring the application 

of the e-Privacy Regulation, they are required to cooperate with each other, the DPA designated 

pursuant to the GDPR and the supervisory authority responsible with the monitoring of the 

application of the EECC (Article 18, paragraphs (1(b)) and (2)). The supervisory authorities are 

also required to cooperate with others in the EU as well as with the Commission (Article 20).  

The supervisory authorities are bestowed with investigative and corrective powers and may impose 

administrative fines pursuant to Article 23 of the e-Privacy Regulation (Recital 40, Article 

18(1ab)). With regards to the penalties under e-Privacy laws, the e-Privacy Regulation applies the 

same fine as the GDPR. Anyone found to violate its requirements will be fined up to 20 million 

Euros or 4% of annual global revenue (Article 23).  
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 Council of the European Union, ‘Proposal for a Regulation of the European Parliament and of the Council 
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The e-Privacy Regulation also elaborates in its Article 19 the role of the EDPB. The Board is 

tasked with preparing guidelines, recommendations, best practices regarding the consistent and 

coherent application of the first three chapters of the Regulation, and promoting cooperation 

between different supervisory authorities within the EU. 

Generally, it can be observed that the initial draft of the e-Privacy Regulation had a more precise 

approach to ensure full consistency with the GDPR with regards to supervision, while the current 

version leaves more leeway for MSs to designate supervisory authorities and their respective 

responsibilities.37 In the current situation, the approach aiming for full consistency with the GDPR 

seems to have taken a backseat. 

v. On the way to the long-awaited e-Privacy Regulation: A brief history of e-Privacy laws in the 

EU 

On the way to the ePrivacy Regulation, the advent of the data protection and electronic privacy 

policies and rules in the EU had started in the 70s and early 80s as recommendations38 and 

beginning from 90s, rules relating to data protection and electronic privacy appeared in the form 

of legislation starting with the Directive 95/46/EC on the Protection of Individuals with regard to 

the Processing of Personal Data and on the Free Movement of such Data39, and continued with  

Directive 97/66/EC concerning the Processing of Personal Data and the Protection of Privacy in 
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the Telecommunications Sector,40 Directive 2002/58/EC of the European Parliament and of the 

Council of 12 July 2002 concerning the processing of personal data and the protection of privacy 

in the electronic communications sector (Directive on privacy and electronic communications) 

which is amended by Directive 2006/24/EC41 and Directive 2009/136/EC42 and finally the GDPR 

- Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 on 

the protection of natural persons with regard to the processing of personal data and on the free 

movement of such data, and repealing Directive 95/46/EC. 

The e-Privacy Regulation is one of nearly thirty legislation of the EU concerning Digital Market 

Strategy and Digital Europe. Therefore, it has inherent patterns and references to other related laws 

and regulations, which underpin the EU's digital economy. The European Commission issued a 

proposal for a new e-Privacy law on January 10, 2017, that sought to replace the existing e-Privacy 

and Electronic Communications Directive, which was enacted in 2002 to oversee privacy 

regulations across the EU.43 In the EU, the GDPR provides comprehensive rules for the processing 

of personal data. In addition, the EU lawmakers intended to adopt specific rules to protect 

confidentiality of communications, in a separate e-Privacy Regulation. The European Commission 

issued a proposal for a new e-Privacy law on January 10, 2017, that sought to replace the existing 

e-Privacy and Electronic Communications Directive, which was enacted in 2002 to oversee 

privacy regulations across the EU. In the EU, the GDPR provides comprehensive rules for the 

processing of personal data. In addition, the EU lawmakers intended to adopt specific rules to 

protect confidentiality of communications, in a separate e-Privacy Regulation. 
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- e-Privacy Directive numbered 2002/5844  

The European Directive 97/66/EC concerning the Processing of Personal Data and the Protection 

of Privacy in the Telecommunications Sector45 was introduced in 1997; this Directive was later 

replaced by the European Directive 2002/58/EC on Privacy and Electronic Communications46 

which is also known as “the e-Privacy Directive” and which aimed to safeguard the confidentiality 

of electronic communications in the EU. The Directive was introduced as part of the 1999 

Communications Review and aimed to provide specific data protection rules for the e-

communications sector.47 Yet, the Directive was left out of the Review package and was adopted 

in 2002 with the objective to address the necessities of ever developing digital technologies.  

The e-Privacy Directive was and still is a key legal instrument to protect privacy; it covers specific 

rules on data protection in the area of telecommunication in public electronic networks. The e-

Privacy Directive was one of the five directives that shaped collectively the EU’s communication 

approach. The purpose of e-Privacy Directive was to “complement and particularise” matters that 

fell within the scope of the general data protection legislation of the EU, Directive 95/46/EC (the 

1995 Directive on Data Protection, or the Data Protection Directive, the predecessor of the GDPR).  

The e-Privacy Directive complements the general data protection framework and provides more 

specific privacy rights on electronic communications.48 It recognises that wider public access to 

mobile networks and the internet introduces new possibilities for businesses and users, however 

these possibilities come with new risks to their privacy. Although the e-Privacy Directive is known 

to complement the general data protection regime, when compared to the Data Protection Directive 
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(95/46/EC), the e-Privacy Directive is regarded as uncertain in many ways. This uncertainty exists 

because the e-Privacy Directive, different from the Data Protection Directive (95/46/EC), does not 

have specific provisions which expressly provides its geographical scope of application.49  

The e-Privacy Directive concerns the processing of personal data and the protection of privacy in 

the electronic communications sector, and addresses the use of cookies, which was an important 

inclusion. The provisions provided under the Directive are significant for users to be able to trust 

in the electronic communications services and technologies they regularly use.  

- The introduction of the Cookie Directive numbered 2009/136 and the reasons behind 

its failure 

The e-Privacy Directive, in its original Article 5(3) allowed cookies to be set on the end-user’s 

terminal device on the basis of an “informed opt-out”.50 In other words, it allowed cookies to be 

set on the condition that the end-users were clearly and fully informed and were presented with an 

option to refuse the setting of cookies. Moreover, Recital 25 of the Directive stated that it was 

possible to present the end-user with an option to opt-out only once and the choice they make 

would cover subsequent processing. Unfortunately, this method did not prove effective51 as the 

users were being provided only with a link to privacy policies, and as is well-established now, 

users tend not to read privacy policies, due to inertia as well as the transactions costs for the users 

arising from the extreme length, difficulty to read and complexity of the privacy policies.52 

Behavioural sciences have established that individuals do not necessarily behave in a rational, 

expected way all the time, and default options have a strong impact on their choices.53 With the 
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addition of the use of dark patterns and nudging, it can be quite difficult for the users to escape the 

regular cookie consent trap.54  

After the failure of the e-Privacy Directive to provide better choice to consumers with regard to 

cookies and online tracking, the Directive (EU) 2009/13655 (the Cookie Directive) entered the 

picture, followed by much lively debate,56 not dissimilar to the current situation concerning the  

draft e-Privacy Regulation. The Cookie Directive introduced an informed opt-in for the end-users, 

instead of the previous informed opt-out. According to Article 5(3) of the e-Privacy Directive, as 

amended by the Cookie Directive, the end-user should give “his or her consent, having been 

provided with clear and comprehensive information, in accordance with Directive 95/46/EC, inter 

alia, about the purposes of the processing”. An exception followed this provision, allowing for 

the storage or access to the electronic communications data “for the sole purpose of carrying out 

the transmission of a communication over an electronic communications network, or as strictly 

necessary in order for the provider of an information society service explicitly requested by the 

subscriber or user to provide the service” (Article 5(3)). However, many websites did not follow 

the informed opt-in consent requirement of the amended Directive and merely provided banners 

stating that the user would be deemed to have consented to the cookies if they continued to browse 

the website.57 Following this, in order to provide clarification and improve the situation in practice, 

Recital 66 of the Directive was amended again. Accordingly, the choice regarding the cookies 

could now be made through browser settings. Edwards states that this still did not solve the 

problem as the inactivity by users and the fact they did not change the default settings was 
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considered to constitute consent. The proliferation of tracking/cookie walls did not help the 

situation either.58 

Aside from the failure of the amendments brought by the Cookie Directive to relieve the problems 

faced with regard to consent, the e-Privacy Directive also failed to keep up with the new 

technologies developed since its entry into force, such as IoT technologies, Over-the-Top (OTT) 

communications services and the ever more complex online tracking/advertising mechanisms. The 

e-Privacy Regulation aims to find effective solutions for these new technologies such as machine 

to machine communications, IoT, OTT services and new tracking methods employed in online 

advertising. The draft Regulation has the ultimate goal of achieving better harmonisation between 

the e-Privacy legislation and the GDPR, and therefore, aims to provide better and more efficient 

protection for the privacy of electronic communications.59  

- The Draft e-Privacy Regulation (the new Proposal for the e-Privacy Regulation) 

The proposal for the e-Privacy Regulation was first adopted by the Commission on 10 January 

2017. The European Data Protection Supervisor (EDPS) and the European Economic and Social 

Committee provided their opinions on the proposed text respectively on 24 April 2017 and 5 July 

2017. The report prepared by the Civil Liberties Committee (LIBE) on the draft Regulation was 

adopted by the European Parliament later in October 2017.   

As mentioned above, the e-Privacy Regulation was supposed to come into force alongside the 

GDPR in May 2018. However, since the adoption of the draft Regulation by the European 

Parliament in October 2017, there has been much discussion and redrafting by the Council.  

Overall, the Council has presented various approaches towards the draft Regulation under rotating 

presidencies (chronologically Austrian, Romanian, Finnish, Croatian to be followed by the 

German Presidency in July 2020). For instance, the Austrian Presidency introduced a more flexible 
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approach, especially regarding cookies, privacy by default and metadata relating to electronic 

communications services, which raised concern among various stakeholders. In this context, the 

EDPB published its opinion on the interplay between the e-Privacy Regulation and the GDPR, 

urging the Council not to lower the high standards of protection of fundamental rights provided 

under the GDPR. Since then, throughout the presidencies of Romania, Finland and Croatia, a 

compromise or an agreement have not been reached, which is not unexpected in light of the stark 

contrast between the approach favouring more flexibility and the concerns raised by some MSs, 

the EDPB, civil society and academia.60   

The draft proposal of the e-Privacy Regulation has been subject to many substantial changes; 

however, none of the proposed changes have led to a compromise or an agreement. The constant 

debate culminated in the rejection of the draft Regulation proposed by the Finnish Presidency on 

22 November 2019 by the Permanent Representatives Committee of the Council of the EU 

(COREPER).61 Following the rejection of the Finnish proposal, the Croatian Presidency proposed 

a new version of the draft Regulation on 21 February 2020, which was later discussed by the 

Council Working Party on Telecommunications and Information Society (WP TELE) in March 

2020. As will be explained below, the most notable contribution of the Croatian Presidency has 

been the introduction of legitimate interests as a legal ground to process electronic communications 

data. Nevertheless, this draft did not lead to an agreement either.62 
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The Croatian Presidency has reached the end of its mandate in June 2020 and the German 

Presidency has taken over on the 1st of July to stay until the end of 2020. It is not clear what their 

attitude will be towards the draft Regulation; however, according to a promising report by Kayali 

of PoliticoEurope, the German Presidency seems to be aiming “for a political agreement on 

#ePrivacy by December”.63 

The German Presidency’s agenda was published on 30 June 2020.64 Accordingly, German 

Presidency seeks to adopt a “general approach” and an agreement by December 2020, by following 

two general principles, namely, protecting the privacy of electronic communications according to 

the Charter of Fundamental Rights and “[ensuring] the preservation and advancement of 

innovative business models in the digital world” with providing support for European SMEs and 

start-ups in the face of global competition.65 

On 6 July 2020, in its Proposal, the German Presidency underscored their willingness to discuss 

various topics during its mandate.66  Firstly, the Presidency stressed that, taking the COVID-19 

pandemic into account, there is need to consider “whether provisions on the permission to process 

electronic communications metadata for the protection of vital interests as set out in the latest 

compromise text 6543/20 are still supported by Member States, or whether further alignment to 

the GDPR is needed”.67 Secondly, Article 6b(1)(e) and Article 6b(2) – ‘legitimate 

interest’/‘statistical counting’ - were brought under spotlight by pointing out that as a general 

principle, to be able to achieve legal clarity, processing of electronic communications data shall 

be based on a clear and unequivocal objective for as long as it is undertaken without obtaining the 
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consent of the end-user. In addition Article 8 - legitimate interest and security of the end-user’s 

device and Article 6d – ‘detection of child abuse imagery’ were stressed by underscoring the need 

to further discussion on these topics and that the options provided under this Proposal68 needs 

careful consideration. The Presidency further made a call for MSs by asking “with regard to the 

other provisions and recitals of the Regulation, for example Article 2 and the related recital 8aa 

or Article 6c, to indicate where they see a need for further discussion in order to clear the way for 

a General Approach”.69 

This bewildering and long-lasting legislative process has still not reached to an end. There are still 

issues that require further clarification and challenges that call for agreement. Further 

improvements with regards to reaching an agreement is expected by the end of 2020.70  

B. Challenges faced: a summary of the current debates surrounding the draft e-Privacy 

Regulation 

One of the main concerns among the actors of the online data economy is the complexity of rules 

in the context of online advertising in the latest Proposal. The actors of the sector place the 

emphasis on the need for clear rules in online advertising and not putting the burden on 

stakeholders’ shoulders in trying to figure out how to implement such rules into practice. The 

strong lobbying by the actors in the sector of online advertising and publishing, such as Google, 

Facebook and Axel Springer, is one of the reasons, among many others, why the e-Privacy 

Regulation is still on hold.71 Moreover, varying opinions and suggestions with regards to the 

upcoming e-Privacy Regulation do not only come from the corporations. Various stakeholders find 
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the latest proposal bewildering and suggestions to legislators are made towards taking into account 

the lessons learnt from the GDPR.72 According to Massé, global data protection lead of the digital 

rights NGO Access Now, commercial and law enforcement access to data needs to be separated.73 

Ustaran opines that the e-Privacy proposal had an ineffective approach to promote innovation 

while ensuring that users’ privacy is protected.74 Similarly, a report on the draft e-Privacy 

Regulation criticizes the Regulation on the basis that it lacks the flexibility and the risk-based 

approach provided under the GDPR, as it limits the legal grounds for processing.75 Though it 

should be noted that the report was prepared on the basis of the text proposed during the Finnish 

Presidency (doc. 14054/19), meaning that it does not refer to the inclusion of legitimate interest as 

a legal ground, which was brought about by the Croatian Presidency in 2020. Although it is also 

highly debated, the introduction of the legitimate interest may alleviate these concerns.  

On the other hand, publisher groups including Digital Content Next (DCN) support the draft e-

Privacy Regulation on the grounds that it will help weaken the duopoly of Facebook and Google 

on the online advertising markets and strengthen the position of consumers as well as publishers 

in the long term.76 

Some of the most significant debates regarding the e-Privacy Regulation so far focus specifically 

on the cookie consent mechanisms and tracking/cookie walls, whether forced consent and 

tracking/cookie walls shall be banned, Do-Not-Track Signals, micro-targeting and RTB, new 

provisions regarding metadata, including location data, introduction of legitimate interests as a 

ground for processing of electronic communications data, both including content and metadata. 

These debates will be addressed below, in Section II of this Report. 
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It is also important to note that usage of online tracking technologies that are used in the advertising 

ecosystem have serious legal implications which show to have the potential to undermine 

individuals’ fundamental rights and freedoms. Castello argues that the ad tech industry has 

considerably undermined individuals’ rights and freedoms and that their practices pose a threat for 

users’ individual autonomy while having serious detrimental implications for rule of law.77 He 

also underscores that the existing laws are insufficient to protect users’ right to privacy and to 

provide adequate safeguards for rule of law,78 which is one of the bedrock principles of 

constitutional law and is crucial for advancing democracy and protecting fundamental rights and 

freedoms.79 Moreover, in the context of affinity profiling80 and online behavioural advertising, 

there are challenges related to privacy, and non-discrimination, as well as group level protection.81 

Unfortunately, the current legal framework both in the EU82 nor in Turkey do not adequately 

address these challenges and fail to provide adequate protection to protect individuals' right to 

privacy. A thorough analysis of the reasons why the current legal framework is not sufficient to 

protect individuals’ rights, prevent discrimination, and ensure protection for individuals’ 

autonomy as well as the rule of law in a democratic society will be discussed in detail in PART II 

of this Report. 
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C. Turkey’s approach towards e-Privacy 

i. Legislative History and the Current Regulatory Framework 

In Turkey, the Information Technologies and Communication Authority (“ICTA”) has been the 

responsible authority for e-Privacy since 2004. The ICTA transposed the e-Privacy Directive into 

national law in 2004 and published a bylaw called the Regulation on the Processing of Personal 

Data and the Protection of Privacy in the Telecommunication Sector,83 which included provisions 

regarding, inter alia, notification requirements in the event of a security breach, privacy of 

telecommunications and conditions for processing traffic and location data.  

In 2008, the Electronic Communications Code (ECC)84 entered into force. This Code originally 

authorized ICTA to determine the procedures and principles regarding processing of personal data 

and privacy protection for activities concerning the electronic communications sector under Article 

51. In 2012, using the authority given to it by Article 51 of the ECC, to replace the previous 

regulation of 2004 ICTA enacted a new regulation, namely the Regulation Concerning the 

Processing of Personal Data and the Protection of Privacy in the Electronic Communication 

Sector85 (the 2012 Regulation), which was in line with the e-Privacy Directive (as amended by 

Directive 2009/136/EC). 

However, in 2014, the 2012 Regulation lost its legal footing after the Constitutional Court annulled 

Article 51 of the ECC,86 based on Article 20(3) and Article 13 of the Turkish Constitution. 

According to Article 13, “fundamental rights and freedoms may be restricted only by law and in 

conformity with the reasons mentioned in the relevant articles of the Constitution without 

infringing upon their essence”.87 Pursuant to Article 20(3), data protection is one of the 

fundamental rights and personal data can be processed only in cases envisaged by law.  
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After the Constitutional Court’s decision to annul Article 51 of the ECC, ICTA replaced Article 

51 with a new provision with the Law No. 6639 Amending Some Laws and Decree Laws.88 

Compared to the older version, the new Article 51 includes more detailed provisions regarding the 

protection of personal data and privacy in electronic communications.  

Pursuant to the current Article 51(1) of the ECC No. 5809, the Authority is entitled to determine 

the procedures and principles towards the processing of personal data and the protection of its 

privacy regarding the electronic communications sector.89 Article 51(7) of the ECC provides 

further important details regarding the limitation of the processing of traffic data. It also needs to 

be noted that the Constitutional Court rendered a relevant judgment regarding traffic data in 201490 

and found unlawful the indiscriminate and unrestrained collection, retention and sharing of traffic 

data by the Telecommunications Communication Presidency (TİB) with other authorities upon 

court decisions.91    

While Article 51 of the ECC No. 5809 has a significant importance in the regulation of electronic 

communications, it is not consistent with the Turkish data protection regulatory framework, since 

it was enacted long before the current data protection laws. Therefore, there is a growing need for 

a new e-Privacy Regulation in Turkey, to resolve the discrepancies between Article 51 of the ECC 

and the rest of data protection laws.  

ii. The new e-Privacy Regulation Draft published by ICTA 

Based on Article 51 of the e-Communication Law, the ICTA prepared a draft Regulation in 

collaboration with all related stakeholders. However, taking into consideration new developments 

and discussions on the draft e-Privacy Regulation in the EU, the ICTA did not publish the new 

regulation and preferred to observe the situation in the EU.  
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The latest published version of the new e-Privacy Regulation drafted by ICTA for public 

consultation aims was published on 17 March 2020 .92 As opposed to the current provision under 

the ECC, the scope of ICTA’s draft e-Privacy Regulation does not specifically address personal 

data but simply refers to “data”, which is defined as “traffic data, location data, subscriber/user 

identity and other related information”.  

The definition of traffic data as well as of location data under the Turkish e-Privacy Regulation 

draft (Article 4(1)(ı) and 4(1)(l)) follows the definition of traffic and location data provided under 

the e-Privacy Directive (Article 2(b) and 2(c)), with a small difference regarding the definition of 

location data: the Turkish version specifies location information as data sent from end-users’ 

terminal device with the help of satellite navigation systems. The e-Privacy Directive can be 

understood to cover this type of location data as well, thanks to the definition under Article 2(c).   

According to Article 5(1) of ICTA’s draft regulation, operators are required to prepare a security 

policy regarding the processing of personal data, in line with the principles stipulated in Article 51 

of the ECC No. 5809. They also need to provide technical and organizational measures in line with 

national and international standards to protect the personal data they hold and the services they 

provide, to answer all types of risks, within the bounds of technical possibilities. 

Article 5(3) of the draft regulation provides for a data retention requirement. Accordingly, “process 

records documenting access to personal data and other related systems”93 shall be time-stamped 

and kept for a time of two years. 

The draft regulation goes on to state in its Article 5(4) that the operator shall ensure the privacy, 

security, completeness, accessibility of the data it processes, and also comply with the purpose 

limitation principle. The third parties th.at the operator authorizes are also required to comply with 
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these requirements. This is in line with the provisions of the Turkish data protection law, which 

stipulates joint liability for data controllers and data processors regarding data security. 

One noteworthy point in the draft Regulation is that the wording used in the law has changed and 

all the provisions that include consent are replaced with ‘explicit consent’. In addition, the 

conditions for obtaining a valid consent are provided under Article 7. The conditions in question 

are in parallel with the definitive conditions for explicit consent under the Law No. 6698: “(i) 

provided for a specific subject, (ii) provided upon being adequately informed, (iii) freely given, 

and thus, adopt an equivalent protection regime for subscribers/users”.94 In line with these 

conditions under the Law No. 6698, the draft Regulation stipulates that explicit consent shall be 

obtained in advance of the processing activity and for a specific subject (Article 7(1)(a)), the 

subscriber/user shall be adequately informed, the subscriber/user shall not be forced to provide 

consent, in other words, consent shall be freely given. Moreover, Article 7 stipulates that the 

provision of basic electronic communications services or products shall not be made conditional 

on the explicit consent of the subscriber/user. (Article 7(1)(b)). 

The operators are required to provide information on “(i) the types of personal data and the types 

of traffic and location data to be processed, (ii) the scope of processing, (iii) the purpose of 

processing, and (iv) the period of processing, in a clear and comprehensible manner”95 before 

obtaining explicit consent (Article 7(1)(c)). Moreover, the draft Regulation introduces 

requirements for the consent to be deemed explicit: for instance, if to be provided in writing, such 

information shall be at least 12 points size (Article 7(1)(c)). Moreover, when obtaining the explicit 

consent through electronic media, the statement of consent is required to be time-stamped (Article 

7(1)(ç)). 

It is important to underscore that the draft Regulation introduces a distinct scheme for personal 

data transfers to third parties (excluding data transfers to public bodies to which data transfers are 

allowed under the Law). Under Article 7(1)(d), operators are required to ensure that they give 

information on “(i) the scope of data to be transferred, (ii) the name and address of the recipient 

entity, (iii) purpose and period of transfer and (iv) how data will be destructed by the end of the 
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period, before obtaining explicit consent for such transfer”. The article in question adds a further 

requirement for operators in cases where a change occurs in the above-given information. In such 

circumstances, operators are required to obtain explicit consent for the transfer.  

According to Article 7(1)(e) of the draft Regulation, when the data is transferred to third parties, 

it shall be processed only by the third parties which are included in the information that is provided 

to the subscriber/user when obtaining their explicit consent.  This requirement may be interpreted 

as a restriction according to which the third parties that the data is transferred to cannot use sub-

processors.96 

In terms of obligation to inform concerning traffic and location data, Article 8 of the draft 

Regulation provides that operators need to ensure that their obligation to inform is complied with, 

in cases where traffic and location data are processed for the purposes aimed under the relevant 

legislation or case law, which as a result, do not require obtaining ‘explicit consent’. Accordingly, 

in such circumstances, the draft Regulation sets out obligations for operators to ensure that general 

information is provided to subscribers/users on “(i) the types of traffic and location data to be 

processed, (ii) purposes, (iii) period, and (iv) methods for processing”.97 

The current Regulation has a strict approach regarding data localization, and it prohibits cross-

border transfers. Yet, as it can be concluded from Article 7(1)(d) of the draft Regulation, it shall 

be possible to transfer personal data to third parties even if they are not in Turkey upon obtaining 

explicit consent, as long as the subscribers/recipients are informed regarding “(i) the country to 

which data will be transferred, (ii) the purpose and period for retention abroad, (iii) the 

corresponding legislation and practice in the recipient country”.98 It is noteworthy to state that the 

draft Regulation does not refer to the cross-border transfer regime provided under the Law No. 

6698. 

Furthermore, additional rights and protections are provided for subscribers. According to Article 

13(1) of ICTA’s Draft Regulation, operators are required to provide information regarding how 

explicit consent can be withdrawn, and to make sure that withdrawing consent is made equally 
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easy with giving it. Article 13(2) further sets out that, on a yearly basis, operators are required to 

provide information to subscribers/users whose personal data are processed. The Article adds that 

personal data processing cannot continue unless the said information is provided to the 

subscriber/user in a standardized manner.  

Section II: Location tracking and online identifiers under the draft e-Privacy Regulation: A 

deep dive into the current approach in the EU  

This Section aims to provide an overview of the online tracking technologies and briefly address 

their legal implications. It first starts with providing a summary of online tracking technologies 

and briefly explains how online tracking occurs. To do this, the below sub-sections delve into 

different topics such as first party and third-party tracking, RTB and micro-targeting, alternatives 

and contextual advertising, analytics, and mobile privacy. After providing a general overview of 

the online tracking technologies, this Section moves on to location tracking and underscores 

important issues and debates that rotate around the e-Privacy laws.   

A - Online Tracking Technologies  

Tracking involves “the targeting and retargeting of users through the use of cookies for advertising 

purposes”.99 Online tracking can occur in different ways. Websites, apps, and smart devices 

include trackers for carrying out data processing activities. Firstly, apps, websites or smart devices 

including but not limited to mobile phones, tablets, and smart TVs100 collect data themselves. 

Secondly, the data collection can be carried out on behalf of the third parties.  As a result of these 

tracking and data collection practices, very granular data can be collected in great amounts, about 

individuals who browse the web or use an app on their mobile devices. This data can then reveal 

very private or personal details about the lives, personalities, and preferences of these individuals 
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and as a result can be used to manipulate or influence them.101 Therefore it is crucial to address 

these tracking practices. 

Browsing the internet involves a two-sided communication between the user’s computer and the 

website they are viewing. It is not only the user’s computer who requests information about the 

website they are looking to visit, but the website also requests information about who visits them. 

The material that is communicated during this exchange is not limited to what the user views on 

their screen, but also includes background information about the user. For instance, information 

about the user’s browser settings is sent to the website to enable the website display its content in 

a manner that is suitable to the user’s browser and for the user to have a better browsing experience. 

Websites receiving information about the user and about their behaviour online is what we call, in 

its most basic form, “online tracking”.      

In online tracking, some examples of data that are collected are “data that enables users to log in 

into the web service for authentication and customization purposes, IP addresses, user identifiers, 

timestamps, URLs of the visited pages and other parameters that enable the user to be singled-

out”102 and cookies. Are they personal data? It seems like, at a first glance, that such information 

may not be capable of pointing out to an individual person. However, the GDPR’s definition of 

personal data is wider than data that can directly point to an individual person. According to the 

GDPR, personal data is “any information relating to an identified or identifiable natural person 

(‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly, 

in particular by reference to an identifier such as a name, an identification number, location data, 

an online identifier or to one or more factors specific to the physical, physiological, genetic, 

mental, economic, cultural or social identity of that natural person” (Article 4(1) of the GDPR). 
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Moreover, the purpose of data processing103 does not matter. As long as the data can identify the 

users, in other words “when identification of users is likely”,104 it is personal data. It does not 

matter “whether they are meant or used to track the online activity of such users”.105 

In this sense, an e-mail address consisting of the name and surname of a person would be an 

example of where the related individual can be directly identified. On the other hand, a unique 

cookie identifier or an IP address would be examples of data where the individual is indirectly 

identifiable.  

Even though the bits of data collected in online tracking may not be capable of directly identifying 

an individual, they can easily be combined with other information to identify or single-out 

individuals, to target them and to create their profiles. The ease of combination with other data can 

be seen more clearly when the extremely wide scope of online tracking is considered. As a result, 

in light of the GDPR’s definition of personal data, the data that is processed within the scope of 

online tracking methods explained here are, in most cases, personal data.  

Recital 30 of the GDPR clarifies this point:  

“Natural persons may be associated with online identifiers provided by their devices, 

applications, tools and protocols, such as internet protocol addresses, cookie identifiers or 

other identifiers such as radio frequency identification tags. This may leave traces which, 

in particular when combined with unique identifiers and other information received by the 

servers, may be used to create profiles of the natural persons and identify them”.106  

Additionally, data from other sources and insights that are inferred about the individual are also 

personal data collected within the scope of online tracking activities as long as they can be linked 

to the individual.  
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Online tracking practices need to comply with the e-Privacy Directive. However, when personal 

data is concerned, GDPR is also applicable. Therefore, the data processing practices where 

personal data is processed shall comply with both the GDPR and the e-Privacy Directive. The 

specific requirements of the GDPR and the e-Privacy Directive will be explained below, after 

explaining the cookies more in detail. 

i. Cookies 

Within the context of online tracking, websites send small text files named “cookies” that allow 

them to store information on the user’s computer, describing the user and their browser to them so 

that the website can recognise the user next time they visit it.107 There are numerous types of 

cookies such as session cookies, persistent cookies, flash cookies, and zombie cookies etc. Session 

cookies are cookies that store information which the data subject (user) has put in and such cookies 

“track the movements of the user within the website”.108 A session cookie which is also known as 

a transient cookie contains information that is stored in a temporary memory location and then 

subsequently deleted after the session is completed or the web browser is closed.109 This cookie 

stores information that the user has input and tracks the movements of the user within the website. 

If a cookie does not contain an expiration date, it is considered a session cookie and when the 

browser session ends, the cookie is permanently lost from this point on.110 If the cookie contains 

an expiration date, then, it is a persistent cookie. The session cookies are never stored in a disk and 

are rather in-memory cookies while for persistent cookies, on the date specified in the expiration, 

the cookie will be removed from the disk.111 Another type is flash cookies, which is a local shared 
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object and is a data file that can be created on a user's computer by the sites the user visits.112 These 

are usually used to  enhance users’ browser experience. Zombie cookies occur when third-party 

cookies are placed outside of a user's web browser’s designated cookie storage; moreover, third-

party cookies and flash cookies may work together to create zombie cookies.113 

Web tracking based on cookies remains an important problem for the privacy of Web users. Even 

after the GDPR’s enactment, third party companies continue tracking users with various 

sophisticated techniques based on cookies without their consent. According to Fouad et al.’s study, 

91.92% of websites incorporate at least one type of cookie-based tracking.114  

The legal framework concerning cookies, specifically the cookie banners on websites 

As explained above, cookies function via storing and accessing small text files on the computer or 

other electronic device of an end-user. This is regulated under Article 5(3) of the e-Privacy 

Directive, according to which  

“the storing of information, or the gaining of access to information already stored, in the 

terminal equipment of a subscriber or user is only allowed on condition that the subscriber 

or user concerned has given his or her consent, having been provided with clear and 

comprehensive information, in accordance with Directive 95/46/EC, inter alia, about the 

purposes of the processing. This shall not prevent any technical storage or access for the 
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sole purpose of carrying out the transmission of a communication over an electronic 

communications network, or as strictly necessary in order for the provider of an 

information society service explicitly requested by the subscriber or user to provide the 

service.”. 

Accordingly, there are three possible legal grounds to store or access a cookie on the end-user’s 

device:  

- either the consent of the end-user shall be obtained,  

- the access or storage shall be undertaken for the sole purpose of carrying out the 

transmission of a communication over an electronic communications network: meaning 

that the transmission of the communication would not be possible without the access or 

storage, like in the case of a load-balancing cookie, 115  

- or the access or storage shall be “strictly necessary” to provide the service requested by the 

user or the subscriber. 

Here, according to Art 29 WP, strictly necessary means that the service would not function without 

the access or storage.116 Santos et al. explain this point as follows: “In this regard, the choice of a 

certain functionality that relies on [browser-based tracking technology] is not enough to justify the 

strict necessity if the web publisher has a different implementation choice that would work without 

a [browser-based tracking technology]”.117 In line with this narrow interpretation, according to 

both the Art29WP and DPAs, “‘advertising, and use of the data for marketing, research and 

audience measurement’ are not strictly necessary to deliver a service that is requested by a user”118 

and do require consent. 

As for the standards that the consent shall comply with, Article 5(3) of the e-Privacy Directive 

refers to Directive 95/46/EC. After the entry into force of the GDPR, this reference to Directive 
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95/46/EC has been replaced with a reference to the GDPR (see Article 94(2) of the GDPR). 

Therefore, currently, cookie consent shall comply with the consent rules under the GDPR, listed 

under Article 4(11) and Article 7. 

The Directive does not specify how that consent shall be obtained in practice, however, in practice, 

most of the websites use cookie banners. Whether these banners are compliant with the existing 

consent requirements under the GDPR, as well as with other binding and non-binding legal sources 

is an extremely important question. Although it seems like the answer to the consent requirements 

concerning the cookie banners should not be too complicated, this issue has been causing problems 

for some time.  

- Cookie Wars 

As explained above in Section I of this Report, the e-Privacy Directive has undergone some 

changes since it first came into force, in order to answer the problems regarding cookies faced in 

practice.  

In its original version, before amendments, the e-Privacy Directive allowed cookies to be set on 

the end-user’s terminal device on the basis of an “informed opt-out”.119 This meant that cookies 

could be set if the end-users were clearly and comprehensively informed and were also presented 

with an option to refuse the setting of cookies. Recital 25 of the Directive added to this; 

accordingly, it was possible to present the end-user with an option to opt-out only once and the 

choice they make would cover subsequent processing. However, this method failed to reach its 

goal of making users make an active choice regarding their cookie preferences120 because first the 

users were being provided only with a link to privacy policies. Secondly, the users tend not to read 

privacy policies, due to widespread inertia as well as the transaction costs for the users arising 

from the extreme length, difficulty to read and complexity of the privacy policies.121 Third reason 

for the failure can be the use of dark patterns and nudging. These are practices which make it much 
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more difficult for the users to reject the setting of cookies on their devices and influence them, in 

a covert manner, to remain passive and not to select privacy-friendly options.122     

In this context, the e-Privacy Directive had clearly failed to provide better choice to consumers for 

cookies and online tracking. As a result, the Directive (EU) 2009/136123 (the Cookie Directive) 

entered the picture; however, at first it was not received well and was followed by extensive 

debate.124 The Cookie Directive introduced an informed opt-in for the end-users, instead of the 

previous informed opt-out. According to the thus amended Article 5(3) of the e-Privacy Directive, 

the end-user shall give “his or her consent, having been provided with clear and comprehensive 

information, in accordance with Directive 95/46/EC, inter alia, about the purposes of the 

processing”. As explained above, an exception follows this provision, allowing for the storage or 

access to the electronic communications data “for the sole purpose of carrying out the 

transmission of a communication over an electronic communications network, or as strictly 

necessary in order for the provider of an information society service explicitly requested by the 

subscriber or user to provide the service” (Article 5(3)). The goal of this amendment was notable; 

yet, it failed significantly, as many websites did not follow the informed opt-in consent 

requirement. They merely provided banners stating that the user would be deemed to have 

consented to the cookies if they continued to browse the website.125  

Following this failure, to provide clarification and improve the situation in practice, Recital 66 of 

the Directive was amended again and the choice regarding the cookies could now be made through 

browser settings. As stated by Edwards, this did not suffice to solve the problem, as the inactivity 

by users and instances where they did not change the default settings were considered to constitute 
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consent. The proliferation of tracking/cookie walls did not help the situation either,126 which will 

be addressed under the following sub-heading.  

Currently, while we are still waiting for the upcoming e-Privacy Regulation, cookie consent is 

regulated through the e-Privacy Directive. Though, due to clashing approaches adopted by various 

stakeholders, the situation in online tracking is still not as clear as it should have been. To help 

alleviate the situation, Art49WP, EDPB and European DPAs have since been publishing their own 

guidelines. For instance, ICO’s position, which can be said to be somewhat unique as it is rather 

flexible compared to other DPAs, can be seen in the table below:     

ICO’s Guidance on Exceptions to Cookie Consent Requirements:127 

 

 

Activities likely to fall within the 

exception  

Activities unlikely to fall within the 

exception 

A cookie used to remember the goods a user 

wishes to buy when they proceed to the 

checkout or add goods to their shopping 

basket 

Cookies used for analytical purposes to 

count the number of unique visits to a 

website for example 

Certain cookies providing security that is 

essential to comply with the security 

requirements of the seventh data protection 

principle for an activity the user has 

requested – for example, in connection with 

online banking services 

First and third-party advertising cookies 
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Some cookies help ensure that the content of 

your page loads quickly and effectively by 

disturbing the workload across various 

computers. 

Cookies used to recognise a user when they 

return to a website so that the greeting they 

receive can be tailored. 

Figure as cited in Edwards, ‘Data Protection and E-Privacy: From Spam and Cookies to Big Data, 

Machine Learning and Profiling’ [n 51] 132. 

 

Recently, the CJEU clarified the issue of cookie consent in its Planet49 judgment128, in line with 

previous guidance provided by supervisory authorities. Accordingly, the e-Privacy Directive was 

found to be applicable to all data stored on the end-user’s terminal device, regardless of whether 

the data is personal data or not, as long as it enters the end-users’ private sphere.129 Moreover, 

pursuant to the e-Privacy Directive, pre-ticked boxes cannot be used to obtain valid consent from 

the end-users for tracking via cookies and other technologies such as browser fingerprinting or 

tracking pixels explained in the previous chapter.130 Additionally, in the event there is a need to 

obtain consent from end-users pursuant to the e-Privacy Directive, the notion of consent shall be 

interpreted in light of the GDPR’s definition of consent, as well as of the relevant recitals under 

the GDPR.131  

In Planet49, the CJEU interpreted the notion of consent in the e-Privacy Directive according to the 

notion of consent under the GDPR. This is not surprising, considering the direct reference to the 

Directive 95/46/EC in the e-Privacy Directive; however, the CJEU’s judgment is still important as 

it clarifies how the notion of consent provided under the GDPR shall be interpreted and applied 

when it comes to consent practices in online tracking.  

The interpretation of consent in Planet49 applies not only to the e-Privacy Directive, but also to 

the e-Privacy Regulation, since the e-Privacy Regulation explicitly refers to the GDPR for consent 
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in Article 4 a of the current draft (consolidated text of the draft e-Privacy Regulation dated 6 March 

2020). As a result, the notion of consent under the upcoming e-Privacy Regulation shall be 

interpreted pursuant to the notion of consent provided in Article 4(11) and Article 7 as well as the 

relevant recitals of the GDPR.  

- A Systematic Approach 

In light of the problems that the cookie banners have been causing in practice, the issue has been 

examined by Santos, Bielova and Matte in their article titled “Are cookie banners indeed compliant 

with the law? Deciphering EU legal requirements on consent and technical means to verify 

compliance of cookie banners”. Accordingly, after examining the binding legal sources, i.e. the 

GDPR, the e-Privacy Directive and the CJEU decisions, as well as the non-binding legal sources, 

ie the guidelines published by the EDPB and national DPAs, they determined that there are 22 

requirements for obtaining valid consent for cookie banners. They divided these as high-level and 

low-level requirements. Accordingly, the requirements for consent to be deemed valid are depicted 

in the Table below, which is a simplified version of Santos, Matte and Bielova’s contribution:132 

Requirements 

High-Level 

Requirements 

Low-Level Requirements  

Prior “R1 Prior to storing an identifier”  

“R2 Prior to sending an identifier” 

Free “R3 No merging into a contract” 

“R4 No tracking walls” 

Specific “R5 Separate consent per purpose”  

Informed “R6 Accessibility of information page”  
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“R7 Necessary information on [browser-based tracking 

practices]” 

“R8 Information on consent banner configuration” 

“R9 Information on the data controller” 

“R10 Information on rights” 

Unambiguous “R11 Affirmative action design”  

“R12 Configurable banner” 

“R13 Balanced choice” 

“R14 Post-consent registration”  

“R15 Correct consent registration” 

Readable and 

accessible 

“R16 Distinguishable”  

“R17 Intelligible”  

“R18 Accessible” 

“R19 Clear and plain language”  

“R20 No consent wall”  

Revocable “R21 Possible to change in the future”  

“R22 Delete ‘consent cookie’ and communicate to third 

parties”  

Simplified version of the figure cited in Santos, Bielova and Matte (n 102) 15. 
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It has to be noted that these requirements do not take into account certain aspects which are 

excluded from the scope of the assessment that Santos, Bielova and Matte conducted, for various 

reasons.133 Namely, the study excludes the requirement of explicit consent, since a double-layer 

verification approach was needed which would require additional verification effort; the cases 

concerning unbalanced power in the assessment of freely given consent (Recital 43); whether the 

consent is informed in the sense that the meaning of the purposes presented in the cookie banners; 

consent expressed through browser settings; children’s consent; and exceptions specified in the 

GDPR.134 

The 22 requirements listed above, as clarified by Santos, Bielova and Matte, need to be complied 

with, in order for the consent to be lawfully obtained through cookie banners. Unfortunately, 

currently, many websites do not comply with these requirements and are therefore breaching the 

applicable legal framework.135  

The esteemed work of Santos, Bielova and Matte is one of many, where great efforts are directed 

towards fixing the breaches of the law observed in the use of cookies in the online advertising 

sector. This work lists and examines very clearly the requirements under the existing legal 

framework, for the consent to be legally obtained through cookie banners. Although guidances 

explaining the substance of the law did not suffice to fix the violations of the legal framework until 

now, this is thought to be mainly due to inaction and lack of resources by national data protection 

authorities. Hopefully, systematic, granular and very clear pieces of work like this article of Santos, 

Bielova and Matte will be able to make an effective positive contribution. 

ii. Other tracking methods 

There are also methods other than cookies that enable online tracking, such as tracking pixels, 

browser fingerprinting, SDKs, and Canonical Name (CNAME) Cloaking. Tracking pixels are 

invisible images placed on a website, an app, or the body of an email that the user is viewing. 

When the user requests to view the page, the pixel, which is hosted on an external server, is also 

loaded. Loading the pixel means that the user’s browser sends information about the user to the 
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external server where the pixel is stored. If the pixel is Facebook’s tracking pixel, then the 

information about the user will be sent to Facebook. The information sent may include various 

types of information, such as the IP address of the users and the specific location that the users are 

looking at on the web page or the email they are viewing.   

Browser fingerprinting refers to identification of the end-users on the basis of the unique 

combination of the settings of their browser, such as the language of the browser, the IP address, 

the operating system, the fonts that the user has installed on their operating system, screen 

resolution etc.136 While these bits of information are not capable of pointing to the user on their 

own, their combination is usually unique so the users can be tracked across the web just on the 

basis of this “fingerprint” of their browser, without resorting to cookies or other tracking methods. 

The more unique the combination of the settings, the easier it becomes to identify a specific user 

who visits the website.137  

Software Development Kits, or “SDKs” are tools used by software developers which allow them 

to develop apps for a specific platform or operating system. For example, to allow users to log into 

an app with their Facebook accounts, the developers use SDKs developed by Facebook. The SDKs, 

which are in many cases developed by someone other than the developer of the app, contain 

trackers for various purposes. In the end, these tools can be used by third parties to track users 

throughout different applications they use, can be easily misused,138 and as opposed to tracking 

conducted on mobile or desktop web browsers, tracking via SDKs is quite difficult to block.139  
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It is also important to address CNAME cloaking,140 which is a new technique that involves hiding 

third-party trackers under first party trackers or disguising them as first-party trackers: “It misleads 

web browsers into believing that a request for a subdomain of the visited website originates from 

this particular website, while this subdomain uses a CNAME to resolve to a tracking-related third-

party domain. This technique thus circumvents third-party targeting privacy protections”.141   

In other words, in CNAME Cloaking, if a user is visiting the website bbc.com, this website uses, 

instead of “google.adsense.com”, another address such as “axwt.bbc.com”, for calling third party 

trackers. This address looks like it originates from the bbc.com website that the user is visiting; 

however, it leads to a third-party tracker, such as “google.adsense.com”. Adblockers cannot block 

tracking when this technique is used, because adblockers usually work by blocking domain names. 

For instance, an adblocker can easily block “google.adsense.com”. However, it is not possible for 

the adblocker to predict that “axwt.bbc.com” will take the user to “google.adsense.com”; therefore, 

it will not block “axwt.bbc.com”. Some browsers and adblockers have developed innovative 

solutions that can fight against CNAME cloaking, for instance Firefox and uBlock Origin can 

block CNAME cloaking.142 Still, considering how most browsers are still unable to block CNAME 

cloaking, to protect themselves from tracking via CNAME cloaking, the users may have to resort 

to more intricate applications which are capable of DNS-level blocking.143  

Another problematic aspect of online tracking is that the users cannot be really anonymous because 

platforms and tech companies that rely on data use the same hash function to anonymise the data.144 

This is because when the anonymised profile data is shared, for instance, personal data such as 

email addresses are not shared, but the hashed versions of these email addresses are shared. 

However, while sharing hashed versions of such data, the same hash function is used. Hence, the 
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hashing results in the same output, in other words, the data that is the result of hashing is the same. 

This means that even though the email address is not shared in the ecosystem, it is still possible to 

identify and target specific individuals and monitoring can still take place in today’s digital 

ecosystem. As Christl puts it, calling this kind of personal data sharing anonymized is corporate 

misinformation, and unfortunately, a powerful industry lives on this illusion created by 

themselves.145 Moreover, since the same hash function is used by everyone, everyone gets the 

same output, therefore whether the hash can be reversed is not relevant in the discussions. Yet, it 

is important to note that hashed IDs can also be based on other relevant data including phone 

numbers and using more complex versions such as hashing the hashes or using salted hashes. 

However, as Christl points out, sharing/matching personal data through hashing email addresses 

and turning them into hashed pseudonymous identifiers is merely sharing/matching personal data. 

Yet, in many cases the hashing practices are quite simple, as described above. Sharing/matching 

personal data by converting email addresses into hashed pseudonymous identifiers across 

companies is just: sharing/matching personal data.146 Many companies use misleading statements 

when they make statements that personal data converted in this manner which can be linked 

together and synchronised with user profiles remain private.147 For instance, Oracle states that all 

IDs derived from personally identifiable information must be hashed before being sent to their 

platform and implies that the hashed versions of these IDs remain private.148 Making statements 

suggesting or implying that sharing data in a hashed format ensures maintaining privacy is highly 

misleading. In addition to hashing, data platforms such as Oracle refer to various mechanisms, 

implying that such mechanisms are good practice for the purposes of ensuring data minimisation. 

Put differently, such mechanisms can be used to suggest “only minimum personal data sharing, 

from 'querying' to 'verifying' to 'matching' etc”.149 There are many arguments revolving around 

whether or not data can be “deanonymized”; yet, before discussing deanonymization, it would be 
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more appropriate if the discussions underscored when data is not anonymized in the first place, 

specifically when personal data sharing based on pseudonymous identifiers is in question.150   

In addition to the above-mentioned tracking methods, it is also reported that websites will be 

enabled to do advanced network connections soon. Although granting this ability to websites may 

have benefits, it may also enable persistent tracking.151 Another tracking method to be mentioned 

involves Internet Protocol version 6, or IPv6, which can be used “to embed a network device's 

Ethernet MAC address in an IPv6 address”152 and thus to uniquely identify each device, raising 

concerns regarding end-users’ privacy. Still, alternative solutions to alleviate such concerns are 

developed, for instance methods involving randomisation and temporary addresses are suggested 

to protect end-user’s privacy.153 

iii. First party/third-party tracking 

There are two main ways through which online tracking takes place: first-party tracking and third-

party tracking. First-party tracking simply means that the users are being tracked by the website 

they are visiting or the app they are using, and their data is not being sent to third parties. Third-

party tracking on the other hand involves the user data being sent to third parties via, among other 

means, ad exchanges. Third-party tracking is highly risky compared to first-party tracking: In 

practice, third-party tracking means that the data will be shared with lots of third parties unknown 

to the user and it becomes extremely difficult to exert control over data once it is shared in this 

manner. As a result, in third-party tracking, it is difficult to comply with the GDPR’s requirements, 

and especially requirements concerning information and consent practices. Ad exchanges, as will 

be explained in the following sub-section, are some of the most prominent mediums where the 

data is shared with third parties.  
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Due to third-party tracking becoming increasingly frowned upon and Safari and Firefox 

developing technical ways to block third-party tracking, some workarounds have been developed. 

For instance, some third-party trackers disguise themselves as first-party trackers via an advanced 

tracking method called “redirect tracking” or “bounce tracking”.154 In this technique, the user is 

taken to the website of the third party for a very brief, imperceptible moment and then redirected 

to their actual destination. This way, the third party is able to act as a first party, since the user has 

had a stopover on its website, and place its tracker as a first-party tracker.155 This enables the third 

parties that engage in redirect tracking to bypass technologies that block third-party tracking, but 

it is possible to prevent redirect tracking as well.156 

Third-Party identifiers 

 

In August 2019, Google announced that it was planning to develop a new model where the internet 

users will have more privacy and in which the third-party cookies will become obsolete. In line 

with this plan, Google announced a new initiative (known as Privacy Sandbox)157 to develop a set 

of open standards to fundamentally enhance privacy on the web.158 Google stated that its goal for 

this open source initiative is to make the web more private and secure for users, while also 

supporting publishers.159 Allowing third party trackers depends on the company’s policy; for 

instance, Safari and Firefox’s cookie/tracking policies do not allow third party trackers. Chrome 

has allowed it so far but Google is planning to ban third party trackers on Chrome gradually in the 
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next 2 years.160 However, Google has rolled back one of the first stages of its cookie action plan 

and the enforcement of SameSite cookie rules.161 

Removing third party identifiers will, at the first stage, prevent tracking people across the web, 

across different websites and platforms. Moreover, it is expected to strengthen the position of big 

data companies that have access to/are capable of collecting first-party data, such as Google, 

Facebook and Amazon.162 For instance, removing third-party identifiers from Chrome, Google 

will easily strengthen its position as one of the most prominent first-party trackers in the online 

ecosystem, along with other platforms that have their own platforms or “walled-gardens”. It is also 

argued that removing third-party identifiers would not hurt tech giants such as Google’s businesses 

much, as they are already capable of collecting vast amounts of data through their own services 

and within their own walled gardens/platforms. On the other hand, publishers and advertisers that 

depend on third-party tracking may suffer a lot, having to adapt their business models to a 

completely new environment and suffering big losses in the meanwhile. However, even though 

some stakeholders in the online advertising ecosystem may suffer unfairly, there is no doubt that 

removing third-party identifiers will strengthen user privacy.  

It is also important to note that such a big change made for deleting third-party cookies from the 

Chrome browser is likely to have equally big effects on different stakeholders as there could be 

major changes from attribution modelling to personalization initiatives and conversion 

analytics.163 There are potential benefits in blocking third party cookies such as preventing ad 

fraud, where most of the ad budget is lost in the middle layers of the ecosystem, to publishers’ 
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disadvantage, through traffic and ad views generated by bots and other fraudulent methods.164 In 

addition,  blocking third party cookies can be beneficial for preventing cross-site forgery attacks.165  

Recently, in August 2020, class action lawsuits were announced in the Netherlands and the UK 

for Oracle and Salesforce regarding cookie tracking consent.166 The suits will contend that “mass 

surveillance of Internet users to carry out real-time bidding ad auctions cannot possibly be 

compatible with strict EU laws around consent to process personal data”.167 The Privacy Collective 

announced that it claims compensation for the wrongful use of internet users’ personal data and 

brought action against Oracle and Salesforce for breaking consent rules and for illegally sharing 

users’ personal data through third party tracking cookies and other adtech technologies.168 

iv. RTB and Micro Targeting 

Real-Time Bidding (RTB), also called “programmatic advertising” is a significant part of today’s 

online advertising ecosystem. When a website or an app uses RTB, it means that advertisers 

compete to give the highest bid for the “impression” of the user who is about to see an advert on 

the advertising space provided by the website or the app.   

The RTB system works as follows: Websites and apps dedicate certain spaces within their 

infrastructure, to display ads. For instance, while Instagram displays ads in the form of a story or 

as sponsored posts on its users’ feeds, a website may have banners for adverts. The users are 

tracked throughout the web and various information including the pages they are browsing, their 
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IP address and location, information about their device and unique advertising identifiers are 

collected by various actors, as explained above in the previous sub-section. This data is then used 

to infer these individuals’ interests, personality, sexuality, political and religious views so that ads 

that suit their interest better can be displayed.169 This data can be and has been systematically used 

for other purposes as well, such as product development and political micro-targeting.170  

When an individual visits a website or uses an app, within milliseconds, the information about the 

individual is first sent to Supply Side Platforms171 (also called Sell-Side Platforms or monetisation 

platforms172) (SSPs). SSPs help publishers market their user portfolios and ad spaces to ad 

exchanges and marketers.173 After receiving the information from the website, the SSP sends an 

ad request to ad exchange platforms, which are made up of a number of different ad networks and 

which “help publishers manage advertising requests from many advertisers”.174 When an ad 

exchange receives the ad request, it broadcasts the data it receives via this request to Demand Side 

Platforms (DSPs) and sends bid requests to these DSPs.  

DSPs are platforms that act on behalf of marketers who want to advertise their products and 

services. If the marketer wants to target the user who is about to see the ad, in other words, if the 

individual fits with the target audience of the marketer, the DSP sends an automatic bid to the ad 

exchange. The DSP that sends the highest bid wins the auction and gets to display the marketer’s 

advert on the website or the app that the targeted individual is viewing. Within this context, the 
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marketers pay for each “impression”, i.e. each time their ad is displayed on the website. 

 

Figure depicting information exchanges in RTB (simplified), by Johnny Ryan, ‘Report from Dr 

Johnny Ryan – Behavioural advertising and personal data’ https://brave.com/wp-

content/uploads/2018/09/Behavioural-advertising-and-personal-data.pdf175 

Another type of actor that partakes in the RTB mechanism and generally in online advertising are 

Data Management Platforms (DMPs). DMPs “can perform a “sync” that uses this personal data 

to contribute to their existing profiles of the person. In it worth noting that this sync would not be 

possible without the initial bid request”.176 Cambridge Analytica, the main actor of the Cambridge 

Analytica-Facebook scandal,177 is an infamous example of such DMPs. 

It needs to be noted that the RTB schemes are not always described in the same manner, sometimes 

different terms are used to describe the same actors. Moreover, the roles of the different actors 
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described above are not always clear cut. As stated by Chirstl, “[t]he lines between the different 

kinds of vendors, such as ad exchanges, SSPs, or DSPs, are often overlapping and blurred”.178  

There are different types of auction mechanisms in RTB. For instance, open auctions are auctions 

where there is no limitation regarding the participants, whereas in private auctions only certain 

participants can bid, depending on whether the publisher allows them based on criteria they 

determine. On the other hand, certain advertisers and publishers may choose a scheme where they 

do not use auctions and instead have an agreement between themselves, fixing the price and 

conditions of the advertisement,  called a “preferred deal”.179 Depending on the type of auction 

mechanism chosen, the data of the individual person who is about to view the ad may be shared 

with hundreds or even thousands of actors in the RTB mechanism. 

There are two main RTB schemes that are being used today: OpenRTB, an RTB system developed 

by the Interactive Advertising Bureau (IAB)s180 and Google’s proprietary scheme “Authorized 

Buyers”.181 As a result of this dual structure, the standards set by Google and IAB determine the 

nature and functioning of the whole RTB mechanism. In a way, it can be said that these two actors 

are capable of actively regulating the whole ecosystem.    

The below figure depicts data collection practices on individuals, by adopting a comparative 

approach towards the developments which took place in the recent years.  
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Figure as appears in Cracked labs, Wolfie Christl, ‘Corporate Surveillance in Everyday Life’, 2017, p. 65, 

Figure 5182  

As explained above and depicted in the above figure, huge amounts of data are collected on an 

incredibly high number of individuals183 and there are many different actors in the RTB ecosystem. 

The number can go up to thousands,184 which leads to one of the biggest pitfalls of RTB: each 

actor partaking in this ecosystem is technically capable of sharing the data with other third parties. 

There are no technical limitations to stop them. As a result of this structure, it is technically 

impossible to know the final destination of the data or the identity of data controllers and 

processors that receive the data.185 This results in an unknown number of advertisers receiving the 

information about the individual who is about to see an ad. The legal requirements regarding online 
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tracking were detailed above, in the subheading “Cookies”, and considering those, it is important 

to note that this is incompatible with the core principles set out under the GDPR.  

The problems of the RTB mechanism and extensive tracking online is not limited to sharing of 

data with a great number of unknown parties. The existence of a great number of participants, and 

the impossibility of limiting further sharing of data with outside actors create security 

vulnerabilities as well. In the past, there have been instances where vulnerabilities in ad networks 

were exploited to serve malware to the viewers who receive the ad, a practice dubbed 

“malvertising”.186  

Another problem that the RTB and online tracking could cause is the misuse of data, for instance 

for computational political microtargeting and influencing voters. Such a misuse of data to 

influence the democratic processes took place in the Cambridge Analytica scandal and could 

happen also via the RTB mechanism. Taking these risks into account, some online platforms have 

limited the possibility of micro targeting on their services, for instance Facebook and TikTok allow 

micro-targeting of a minimum 1000 users (and these measures can still be bypassed).187 

Furthermore, the European Parliament recently called for a ban on micro-targeted ads and 

suggested that the platforms shall provide more transparent information to their users regarding 

their advertising practices.188    

There are concerns with regards to risks of advertising, automated decision making including 

profiling, online manipulation techniques including micro-targeting, and social sorting since they 

can have serious implications for individuals in a democratic society where individuals’ freewill 
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and fundamental rights should be respected.189 It is argued that with massive data collection carried 

out in the advertising ecosystem, data subjects’ rights are undermined and they are treated as 

commodities.190 This treatment has compelling implications for being regarded as a threat to 

society.191 This is because through massive data collection practices,192 companies become more 

capable of influencing and controlling as “they can be used to deliver deceitful, or aggressive 

messages, or generally messages that bypass rationality by appealing to weaknesses and 

emotions”.193 These points are not merely relevant in the RTB context, but have strong 

implications and high relevance in a more general sense in the context of online advertising. 

In the RTB context, it is also important to refer to the recent developments with regards to a new 

FTC investigation.194 A group of members of Congress has asked the FTC to start an investigation 

into the mobile advertising and RTB industry’s practice of covertly tracking users by using digital 

display ads.195 In their request, there is an overt reference to RTB ecosystem and privacy violations 

of the private sector in the ad tech industry, and the letter also mentions MobileWalla, and data 

collection carried out during the Black Lives Matter protests.196 This request is significant as it 

illustrates the increasing awareness regarding the problematic aspects of the RTB ecosystem. 
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With regards to micro-targeting, Gary and Soltani argue that restricting or lessening the ability to 

micro target ads would be more effective, when compared to any law policing online discourse 

contending that it will raise considerably less free speech issues.197 On the other hand, Edelman 

points out that in a scenario where a law had passed and companies were banned from doing any 

ad micro-targeting business, people might come to understand that micro-targeting had 

supercharged advertisers’ ability to discriminate, even when they were not trying to and that it 

would be correct to think that the ads users come across might be for products they are less likely 

to buy.198 Yet, he also points out that in such a scenario, banning targeted advertising would not 

necessarily mean that the personalization would come to an end.199 Therefore, it can be concluded 

that banning targeted advertising and micro targeting would not mean that automated decision 

making including profiling and personalization techniques would perish nor that it would 

significantly decrease. 

On the other hand, CNIL’s decision against the French company Vectuary in 2018 triggered 

discussions with regards to ameliorating or in fact remaking the ad tech industry for good.200 In 

the decision, emphasis was put on the notion of consent. To elaborate, CNIL underscored that the 

rules prescribed by Article 7 were not fulfilled just because it was assumed that a contractual clause 

ensured having carried out data processing activities, more specifically, data collection by 

obtaining valid initial consent. Vectuary was held accountable for not being able to demonstrate 

that the company carried out its data processing activities in compliance with the rules related to 
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consent; more specifically, Vectuary failed to show the validity of the expressed consent for its 

data processing activities.201 

CNIL revealed that Vectuary was holding “the personal data of a staggering 67.6 million people 

when it conducted an on-site inspection of the company in April 2018”.202 Although Vectuary was 

not given a fine for this, CNIL ordered the company to delete all data it had not already deleted, 

as it decided that data collection activities were not carried out in compliance with the relevant 

rules under the GDPR. Accordingly, CNIL decided that the obtained consent was not valid, and 

finally, ordered Vectuary to cease processing data without consent,203  raising concerns among 

various actors of the ad tech industry.  

In addition to CNIL’s Vectuary decision, another very important complaint was filed in 2018 with 

the Irish Data Protection Commission, and the UK’s ICO raised concerns as it addressed the ad 

tech industry and more specifically targeted the RTB system itself.204 There are other examples 

worth mentioning, in different places in Europe. For instance, the mentioned complaint is followed 

by complaints in Poland205 by Panoptykon, and later in Belgium, the Netherlands, Spain and 

Luxembourg, targeting RTB practices.206  

The data protection and privacy concerns with regards to data processing activities carried out in 

the advertising industry have increasingly become a soaring topic with a specific focus on RTB.207 

Another concern with regards to RTB relates to ad frauds, which can happen in different ways., 

for instance, when “bots with automated scripts visit webpages and/or watch videos or click 

ads”.208 As a result of this type of fraud, AdTech companies and publishers end up paying for 
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showing ads to bots rather than individuals; this can be the case on publisher sites and also in 

apps.209 

It is possible to see the most complicated ad frauds, where technically intricate and complex 

methods are used, in the financial scheme’s context. These methods are used to design “to generate 

and push revenue through AdTech services, in order to get paid by ad networks and publishers for 

that traffic”.210 Different methods and tactics used in the RTB ecosystem allows considerable 

amounts of money to be funnelled towards bad actors mostly without detection. Thus, it can be 

concluded that tech giants that are involved in advertising are “still funnelling ad dollars towards 

hate and disinformation”.211 

Digital Content Next’s letter212 underscored the importance of RTB and emphasised that the 

current system disadvantaged publishers’ different ways. Firstly, it enables “real-time data 

leakage” which became a big concern since the third party intermediaries are allowed to “collect 

data about publishers’ audiences and target those audiences cheaper elsewhere”.213 Secondly, the 

letter points out that “real-time revenue leakage sees 80%-55% of publisher revenue captured by 

AdTech companies”.214 The final point in the Digital Content Next’s letter concerns ad frauds, 

where the emphasis on diverting revenue from publishers are highlighted. Consequently, such a 
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practice might result in the loss of advertisers’ trust and reluctance for investing money on digital 

advertising.215   

v. Alternatives and contextual advertising 

As explained above, online behavioural advertising involves profiling individuals and targeting 

them, and has so far been widely detrimental to individuals’ right to privacy and data protection. 

The RTB mechanism has many pitfalls in this regard. A brief look into the recent history of online 

advertising may tell the onlookers that the online advertising ecosystem is synonymous with 

behavioural advertising and RTB. This view considers behavioural advertising in its current form 

to be an inevitable business model. However, it is also argued that the technological developments 

up to this point will not necessarily determine the future of the online advertising ecosystem and 

that it is possible to change its course, through regulation, strategic litigation and an emphasis on 

alternative technologies.216  

Indeed, online behavioural advertising is not the only viable method to generate meaningful 

income on the Internet. Some alternative advertising approaches developed in response include 

removing personal data from online advertising through choosing other types of advertising such 

as contextual, or by removing sensitive personal data from real-time bidding specifications. The 

publishers’ group DCN and Brave suggest that removing personal data would benefit publishers, 

even though it may negatively affect ad tech companies. 

“Removal of personal data from bid requests would negatively impact adtech companies 

who collect and use data across the web but, ultimately, value would likely shift towards 

other ways to target advertising which do not require personal data to be shared with all 

parties such as targeting based on context, non-personal data, localized or 1st party data 

and other new and old ways to predict and measure advertising relevance. It would direct 

new innovation in adtech which we can’t predict”.217  
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Contextual advertising is suggested as a strong alternative to the RTB ecosystem. As the name of 

this practice suggests, contextual advertising involves displaying to the user’s advertisements 

related to the contents of the web page they are viewing. For instance, if a user is viewing a news 

article about cats, they may be shown an advertisement about a cat product. Although it is possible 

to develop more complex models of contextual advertising through machine learning and other 

technologies,218 the type of contextual advertising that could provide a solution to the problems of 

today’s online advertising ecosystem would ideally not involve personal data or user profiles and 

would instead centre around the content of the website visited or app used.219  

An important question at this point is whether contextual advertising would prove to be as lucrative 

as behavioural advertising for various actors in the online advertising ecosystem, and different 

studies have reached different conclusions. For instance, a study by Google reached the conclusion 

that without cookies, publishers would suffer a loss of advertising revenue of more than 50 

percent.220 On the other hand, another research concluded that in the event cookies were disabled 

the publishers would suffer a loss of only 4 percent.221 Within this context, the results obtained by 

publishers who tried contextual advertising could shed a light to the impact of switching to 

contextual advertising: two significant examples that illustrate such impact are those of the New 

York Times and the Dutch national broadcaster Nederlandse Publieke Omroep (NPO).  

After the entry into force of the GDPR, the New York Times switched to contextual advertising 

for its European pages. As a result of this switch, the newspaper has not suffered any loss of profits 

and even continued to grow its online advertising business.222 It has to be noted that the NYT has 

a big reader base, which is an advantage not every publisher can have. If the size of the reader base 
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has an impact on the amount of revenue to be generated through contextual advertising, then it 

would be difficult to predict the results of abandoning online behavioural advertising for publishers 

with various reader bases.  

Even though it is difficult to reach a definitive conclusion on the basis of the NYT’s example, the 

example of the Dutch broadcaster NPO supports the idea that contextual advertising may indeed 

compete with behavioural advertising.223 When the GDPR entered into force in 2018, NPO 

adopted a new cookie consent mechanism on its websites, where users who continued browsing 

without actively consenting to the setting of cookies were deemed to not have consented and opted 

out of tracking. As a result of this choice, 90 percent of visitors opted out of tracking and were 

subjected to contextual advertising. Such a high percentage of users opting out may not be deemed 

surprising, in line with the idea of user inertia and the power of defaults, however, the results 

regarding the advertising revenue were quite surprising. The contextual ads served to the visitors 

who opted out brought in “as much or more money as ads served to users who opted in”224 which 

was so impressive that at the beginning of 2020 NPO decided to completely switch to contextual 

advertising. Since January 2020, NPO does not track any of its visitors and has since experienced 

a dramatic increase in its online advertising revenue. According to the reports, even the Covid-19 

pandemic has not made a negative impact on NPO’s digital advertising business.225  

Moreover, NPO’s experience sheds some light on the question whether smaller publishers would 

still be able to make as much revenue as they do with online behavioural advertising. A smaller 

size of reader base may be thought to bring less ad revenue and without behavioural advertising, 

smaller publishers may not be able to generate as much income. However, NPO’s experience 

successfully disproves this idea and shows that even much smaller NPO branches report huge 

increases in their advertising revenue thanks to the switch to contextual advertising. For instance, 

Omroep MAX, which is an NPO publication for people over 50 years of age and ranks in the 4000s 

in website rankings in Netherlands, has experienced an increase of 92 percent in its ad revenue. 
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Another one of NPOs websites, funx.nl ranks around 1200s in the Netherlands and reported a 

revenue increase of 80 percent.226 Of course not only websites with small audiences, but also most 

popular ones benefited from the switch to contextual advertising: Nos.nl, the third most popular 

news website of the Netherlands reported an increase of 86% in its advertising revenue.227 

One contributing factor to the success of contextual advertising is thought to be the fact that online 

behavioural advertising methods involve many intermediaries who share the revenue and 

contextual advertising effectively removes them from the picture. The experiment conducted by 

Guardian supports this point: when Guardian purchased its own ad space through RTB, only 30 

percent of the revenue made it back to Guardian, indicating a loss of 70 percent that goes to various 

actors within the RTB scheme.228 Another evidence supporting this point is, 

“a report229 by the Incorporated Society of British Advertisers [which] found that fully half 

the money spent by advertisers was getting sucked up by various ad tech companies before 

it got to the publishers running the ads. Even Google publicly states230 that when an 

advertiser and publisher both use Google’s platforms to buy and sell programmatic ads, 

Google takes more than 30 percent of the money”.231  

The presence of many other actors within the RTB scheme, as well as the fraudulent behaviour 

observed throughout, explained in the previous subsection, lead to a significant loss of profit for 

publishers.  

Although these examples are a clear indication of the potential of contextual advertising, it is not 

straightforward for publishers to switch to contextual advertising. As stated by Jason Kint, the 

CEO of the major publishers’ group Digital Content Next (DCN), the publishers need to move 
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together, in a concerted manner, since “there would be a first mover disadvantage to a single 

publisher that removes personal data from bid requests if its competitors have not done so [...] 

because an advertiser could simply purchase other advertising “inventory” from alternative 

publishers who had not done so”.232 This is especially the case in the US, where there is a lack of 

a strict privacy law which could have the effect of forcing publishers to simultaneously switch to 

contextual advertising.  

Online advertising had a considerable negative impact on journalism. Publishers gain revenue 

mainly from advertising, and in the online advertising ecosystem, they must share their revenue 

with and are losing most of it to big platforms, such as Google, Facebook, and Amazon. As stated 

by Aram Zucker-Scharff, the Director for Ad Engineering in The Washington Post's Research, 

Experimentation and Development group, and reported by Wired,  

“one of the key reasons why journalism has experienced a decade of brutal layoffs and 

bankruptcies is that its financial foundation—advertising—has been diverted toward 

companies that specialize in using data to track people online. According to a 2019 

eMarketer report,233 Amazon, Facebook, and Google account for nearly 70 percent of US 

digital ad revenue”.234  

Zucker-Scharff’s account shows how sensitive the economic situation is for the publishers and 

emphasizes the need for simultaneous action among publishers towards contextual advertising. 

On the other hand, from advertisers point of view, online behavioural advertising and RTB may 

help advertisers as it allows them to display ads to potential consumers/buyers anywhere on the 

web, relieving them from the obligation to pay higher prices for ad spaces on more popular 

publishers’ websites. OBA allows them to buy ad space on a less known, even obscure website 

rather than having to pay much higher prices for the ad spaces on the website of a well-known 

newspaper. This seems beneficial to boost competition among publishers who provide ad spaces 
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on their websites. However, in the long run, it may negatively affect the quality of the online 

content. This is because the OBA ecosystem benefits the websites that manage to gather more 

clicks, regardless of the content they provide. For instance, a news site that frequently publishes 

junk news content, i.e. content that is aimed to grab  the attention of readers with striking titles 

which may not be linked to the facts, would manage to gain huge profits due to the clicks they 

attract. On the other hand, publishers who provide higher quality content may not always be as 

striking and as a result not as many visitors see their content. In the long run, they may be pushed 

to adopt a similar style to the junk news websites to attract more readers. Even if the higher quality 

content providers and publishers are not negatively affected, the competition may be tipped against 

them as a result of the ecosystem that simply benefits websites that draw more clicks regardless of 

the quality of content.  

vi. Analytics 

Analytics services and products constitute an important part of the advertising industry.235 

Tracking for analytics purposes refers to practices where a website analytics monitor the activity 

of a website. Through analytics tracking, it is possible to monitor the activity on a website, know 

details about website visitors’ location, browser usage, entrance and exit pages and many more. 

Analytics are used to provide a deeper understanding of how a company’s SEO and marketing 

efforts are doing in terms of performance and further help companies with business decision 

making since it allows them to track visitors and make deductions in accordance with the results 

obtained from using analytics tools. Companies can use and apply analytics to data that can be 

used to make predictions for enhancing the business and improving business performance.236 The 

legality of tracking activities conducted for analytics purposes depends first of all on which type 
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of tracking is used, as this will determine the legal position of the parties that conduct the tracking 

activity pursuant to the relevant legal framework.    

Different DPAs in Europe have developed different approaches to the question of whether 

analytics tracking can be deemed necessary or not within the scope of the e-Privacy legal 

framework. With regards to strictly necessary cookies, the Article 29 WP states that the private 

sector’s reliance on their assertion that the use of first party analytics are strictly necessary is 

irrelevant for companies to offer a functionality that is specifically requested by the data subject 

in an explicit way since the data subject can also “access all the functionalities provided by the 

website when such cookies are disabled”.237 Accordingly, in such circumstances, these cookies 

cannot be regarded to fall under the exemption of consent if they are not limited to the website 

owner.238 Furthermore, the ICO provides that it is “unlikely that priority for any formal action 

would be given to uses of cookies where there is a low level of intrusiveness and low risk of harm 

to individuals”.239 In the ICO Guidance, the first party analytics cookies are given to exemplify 

cookies which are potentially low risk.240 Similarly, recently, the German DPA found that third 

party analytics are not strictly necessary.241 Although the German DPA did not specify which 

tracking tools can be justified on the basis of legitimate interests and therefore do not require 

consent, similar to ICO’s approach, its Guidelines provides that this particularly could be the case 

for analytics tools that are used with the mere objective of “analyzing website usage or measuring 

the range of usage and for tools that do not exchange data with third parties or at least do not allow 

the third party to use the collected information for own purposes, namely to merge it with own 
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information”.242. Moreover, the Greek DPA held that consent is required because third-party 

analytics trackers are not strictly necessary.243 Google is not a mere processor but a joint-controller, 

as it processes the data collected via its analytics tools not only for the purposes determined by the 

relevant website, but for its own purposes as well.244  As a result, websites and Google Analytics 

need an agreement in line with Article 28 of the GDPR instead of Article 26.245 

Analytics tracking is not always as innocent. Security vulnerabilities created through web 

skimming, via Google Analytics codes.246 Web skimming is a known class of attacks usually 

targeted at online shoppers. This attack occurs once the malicious code is injected into the 

compromised site. This site collects and then sends data that is put by the user himself/herself to a 

cybercriminal source. After this process, if the attack succeeds, the cybercriminals gain access to 

shoppers’ payment information. To make the data flow to a third-party resource less apparent, 

fraudsters generally register domains resembling the names of popular web services.247  

Another important issue which has come more under spotlight during the COVID-19 crisis248  

concerns  the relationship between the online advertising ecosystem and dissemination of junk 
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news and disinformation.249 Taylor et al. conducted a research by comparing professional versus 

junk news and disinformation sources. The research findings show that the top junk news and 

disinformation sources achieve extremely “high key SEO factors and are optimised for distribution 

on search and social media”.250 Moreover, it was found that “major high-prestige, high-trust sites 

inadvertently boost junk news and disinformation promoting their online reputation and visibility”; 

while the considerable majority of junk news and disinformation domains is seen to rely on major 

advertising platforms to monetize their pages and more than half of these use Google ads.251  

vii. Mobile privacy 

Contrary to what the current online advertising ecosystem would lead one to believe, it is not 

impossible for developers to implement privacy by design and default principles. For instance, 

Apple has introduced new features aligned with these principles with the new version of its mobile 

operating system iOS 14. Accordingly, user tracking for advertising purposes will become an opt-

in feature and privacy “nutrition labels” will be used throughout the system to provide users a 

better understanding of how they are being tracked.252   

As a first step, the users will be provided with information regarding the data collection and privacy 

practices of an app presented to the users in the app store. This information includes “the data 

types an app may collect, and whether the information is used to track [the users] or is linked to 

their identity or device”253 as well as if any third-party advertising or analytics SDKs are used and 

information about the data collection practices of those SDKs. Apple uses the term “tracking” to 

describe the practices where the data about the user or their device is shared with data brokers or 

where the data collected via the app is combined with the data collected from other media. This 
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includes common practices such as “displaying targeted advertisements [...] based on user data 

collected from [third parties]”, “sharing device location data or email lists with a data broker” and 

“sharing a list of emails, advertising IDs, or other IDs with a third-party advertising network that 

uses that information to retarget those users in other developers’ apps or to find similar users”.254 

Through the AppTracking Transparency framework of iOS 14, the apps are required to inform 

users about the described data practices and obtain their consent. Consent requirement through the 

AppTracking Transparency framework is removed only when the data does not leave the device 

in a way where the user or the device can be identified or when the data is shared with and used 

by the data brokers “solely for fraud detection, fraud prevention, or security purposes, and solely 

on your behalf. For example, using a data broker solely to prevent credit card fraud”.255 

Apple has its own advertising identification methods, one of which is the ID for Vendors (IDFV). 

IDFV remains the same for the apps provided by the same vendor on the same device, so it allows 

tracking users across these apps but not allow across apps from different providers and on different 

devices unless the user allows such tracking. A new privacy-friendly feature that Apple has 

introduced with iOS 14 is SKAdNetwork, which is an advertising framework enabling registered 

advertising networks to measure the efficiency of advertising campaigns without sharing user 

data.256 SKAdNetwork is expected to leave CPA and other advertising metrics out of the picture.257 

Another important feature that Apple has revealed is “an intelligent privacy report feature in the 

Safari browser that will clearly show who is tracking you”.258 
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iOS 14 will also implement “privacy nutrition labels”. These are information pop-up boxes which 

indicate at the point of data collection what types of data are collected about and linked to the user 

and how the users are tracked across different apps and websites through the said data collection.259   

The new privacy features that Apple has introduced with iOS 14 are a huge step towards better 

user privacy, as they would ensure that users will be better informed about when, how and by 

whom they are being tracked on their mobile devices for advertising purposes and as they will be 

provided with a straightforward control mechanism to prevent such tracking from taking place 

once and for all, which would relieve the consent fatigue problem. Moreover, thanks to the ad 

tracking being made into an opt-in feature, users’ tendency to stick with default options will not 

lead to unwanted tracking. Apple seems to closely follow privacy by design and default principles, 

which will hopefully influence the rest of the mobile ecosystem. On the other hand, these 

developments were not received positively by all actors in the online advertising ecosystem. For 

example, iOS 14’s privacy friendly features were met with criticism from Facebook,260 which 

stated that the updates will “disproportionately affect [its] Audience Network” and “may render 

Audience Network so ineffective on iOS 14 that it may not make sense to offer it on iOS 14”.261 

Accordingly, Facebook is expecting iOS 14 to decrease its Audience Network’s revenue more than 

50%.262 

B - Location Tracking 

Online tracking does not only involve tracking via cookies, browser fingerprinting etc. Identifiers 

on the web, identifiers on mobile devices,  real world identifiers (credit card readers, license plate 
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readers, facial recognition) - allow for widespread tracking of people’s location, which in the end 

can be used to infer detailed and sensitive personal information.  

i. The State of the Art of Location Tracking 

As a result of the extremely fast-paced technological developments since the 1990s, today 

individuals carry their electronic devices everywhere with them, which generate unprecedented 

amounts of data about their behaviour and movement in space. The data collected through these 

devices allow closely tracking individuals’ precise location.263  

Location data can be obtained through “Satellite-based positioning systems”264(such as GPS265) 

“wireless technologies”266 (Wi-Fi and Bluetooth)267; “cell-based mobile communication 

networks” (GSM); “sensor-based systems” (video analytics-enabled devices, eg facial recognition 

and automated license plate readers),268 and “chip-card-based systems” (ATMs, POS terminals, 

transportation card readers etc).269  

For instance, personal mobile devices that people carry around everywhere with them collect 

location data through, inter alia, Wi-Fi access points, base station data or GPS, Bluetooth and IP 

addresses.270 Smart cards such as credit cards, travel cards used for public transport, loyalty cards 

etc. can process information through radio frequency identification (RFID).271 When the card is 

swiped through a card reader or used in a contactless setting, this indicates the presence of the card 
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holder at the location of the card reader, at the time the card was detected by the reader. Another 

type of location tracking can be practiced via automated license plate readers, MAC address 

tracking on Wi-Fi networks and electronic tolling devices,272 which takes place when the owner 

of the electronic device or vehicle passes through the location where the sensors are located. Video-

analytics enabled surveillance cameras such could also allow location tracking, as these devices 

could be used to detect the identity of a person and their presence at a specific location at a given 

time.273  

The technologies mentioned here, other than personal mobile devices, may not provide meaningful 

location information unless the collected data is combined with data from other devices placed at 

other locations. Nevertheless, the speed at which the technology is developing leaves no doubt that 

such data combination is more than a mere possibility. Considering the proliferation of IoT devices 

and smart city projects, information about people’s movement in space can be easily inferred 

through these methods.274  

The 5G technology will increase location detection capabilities.275 This is due to the reduced 

penetration capacity of 5G signals, which cannot go through solids as easily as the signals used in 

3G or 4G technologies. Due to this reduced penetration capacity, to reach the required coverage 

levels, a higher number of cellular towers will be required. In the resulting scenario, each cellular 

tower serves a smaller area, and this facilitates detecting the specific location of each device, 

through calculating the location of the closest tower.276 While this aspect may lead to weaker 

privacy by enhancing surveillance capabilities of telecom operators, 5G  has some more privacy-
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friendly features compared to 4G as well: 5G employs 256-bit encryption for users’ identity and 

location, a feature that the 4G technology lacks.277  

Location tracking is also considered and used in certain cases to show individuals targeted 

advertisements or to improve the quality and efficiency of the existing services.278 A recent 

example is the project developed by Clear Channel Outdoor, an outdoor advertising company, in 

Europe, within the scope of which billboards and bus shelters will be equipped with tracking 

technology that will detect  the presence of mobile phones in the proximity.279 The Financial Times 

article reporting on the project does not give any further technical details regarding how the 

tracking will take place other than that the data will be collected via mobile phones and will be 

anonymised. The company emphasises that the collected data will be fully anonymous and 

aggregated. This emphasis, however, is not sufficient to dispel concerns about the project’s 

potential for surveillance and privacy violation, since achieving true anonymisation is extremely 

difficult.280 Also, a similar project was previously tested in London in 2013 in the form of “tracking 

bins” where recycling bins were used to track the MAC addresses of the mobile devices of passers-

by, yet, the project was terminated due to negative public reaction.281 Considering the negative 

impact of COVID-19 on the economy on a global scale, the advertising sector has suffered 

immensely, and in this sense it may be reasonable for advertising companies to resort to new and 

potentially more lucrative alternatives. However, widespread tracking like in the project of Clear 
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Channel Outdoor or like in the case of tracking bins in 2013 would have major surveillance and 

privacy concerns and must be approached with absolute caution. 

Location tracking has many benefits. It can be helpful in traffic management282 and crowd 

management in busy public places like airports, theme parks, concert venues and festival areas, 

hospitals etc.283 The COVID-19 crisis has also reminded the benefits of location tracking. On the 

other hand, while it is beneficial to a certain degree, location data can provide rather intrusive 

insights into people’s private lives, therefore it is quite sensitive and shall be approached with 

utmost care. Location data presents significant risks even when it is fully anonymised,284 and it is 

difficult to effectively anonymise.285  

In a recent example, openly available location data which was originally collected for advertising 

purposes was used by researchers from the US to detect the location of drone test facilities and 

monitor movement in embassies and senate buildings. The data they used was commercially 

available GPS location data from mobile devices, collected via apps like weather apps and games 

for advertising purposes.286 Another significant example where location data was used to gather 

insights about individuals was the example of Mobilewalla. As mentioned above, during the Black 

Lives Matter protests in the US at the end of May 2020, many people had their location information 

unknowingly spied on and analysed by Mobilewalla, a company that profiles users of mobile 

devices, based on demographics and behaviours, using application and location data obtained from 

other companies handling vast amounts of data, such as advertisers, data brokers and ISPs.287 
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Detecting which individuals participate in a protest in this manner could undermine freedom of 

assembly, expose the protesters to discrimination and create chilling effects on the society as 

people who know their location will be closely surveilled may refrain from attending protests. 

ii. Location Tracking and COVID-19 

As the disease COVID-19 has caused a pandemic,288 governments all around the world were forced 

to take various measures to fight against it and prevent it from spreading further.289 Contact tracing, 

one of the most effective ways of fighting with the disease, has been a subject of attention by the 

governments and various approaches were developed to perform contact tracing. Contact tracing 

generally involves tracing the individuals who have contacted an infected person and may be done 

manually or digitally. 

In the EU, a digital contact tracing project aiming to provide a pan-european scheme, called Pan-

European Privacy-Preserving Proximity Tracing (PEPP-PT), was developed through a 

collaboration between universities, civil society, and the private sector. The PEPP-PT project is 

based on analysis of Bluetooth handshakes that are registered when two mobile phones are in 

proximity of each other.290 PEPP-PT was criticised for its lack of transparency and for having 

adopted a centralised approach, where all the collected proximity information would be stored in 

one centre and which would therefore bear significant privacy risks. Upon criticisms, the PEPP-

PT website now states that the project considers two alternatives for the application to be 

developed, a decentralised and a centralised approach.291  

Also, academics from 25 countries warned governments about the risks of contact tracing 

applications that are based on centralised data storage, by publishing a joint statement in April 
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2020.292 The statement emphasises that some types of contact tracing mechanisms may not always 

be fully accurate, for instance contact tracing via GPS, as the location information collected via 

GPS is not always accurate. Moreover, it warns that a centralised approach could lead to 

surveillance and discrimination by the private sector or governments as a result of mission creep, 

as well as security risks, and loss of trust by the public. All in all, the statement strongly defends a 

decentralised approach, to be realised in line with the principles of  purpose limitation and 

transparency, and emphasises that any contact tracing app should be voluntary and data should be 

deleted as soon as the pandemic is over .293  

Among various efforts for decentralised contact tracing, some noteworthy projects are the 

Decentralised Privacy-Preserving Proximity Tracing (DP-3T) initiative294 and Apple and Google’s 

jointly developed “Privacy-Preserving Contact Tracing”, which is also based on Bluetooth 

proximity data.295 Apple and Google’s joint project implemented a software update to enable 

public health authorities to develop and run contact tracing apps with a decentralised infrastructure. 

This update does not allow the said apps to send the devices’ unique Bluetooth identities to a 

centralised server.296    

On the other hand, a centralised approach is still favoured by certain. For instance, the technology 

branch of the UK’s National Health Service (NHS), NHSX, wanted to implement a centralised 

system to detect fraud in self reporting. The French digital sector ministry is also looking at the 

centralised system to prevent misuse and attacks by ill-intentioned individuals.297  
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Although there are many privacy and security risks, and doubts about their efficiency, 298 contact 

tracing apps have a significant potential in the fight against the Covid-19 pandemic. The toolbox 

developed by the European Commission,299 as well as the standards for “for modelling and 

predicting the evolution of the virus through anonymised and aggregated mobile location data”300 

could be counted as helpful interventions. 

iii. Location Tracking and e-Privacy 

Pursuant to Article 9(1) of the e-Privacy Directive, location data can be processed only if it is 

anonymised or on the basis of the individuals’ consent: “Where location data other than traffic 

data, relating to users or subscribers of public communications networks or publicly available 

electronic communications services, can be processed, such data may only be processed when they 

are made anonymous, or with the consent of the users or subscribers to the extent and for the 

duration necessary for the provision of a value added service”. To process the said data, users or 

subscribers shall be fully informed before they give their consent, of the type of location data, the 

purposes of processing, its duration and if it will be shared with any third parties (Article 9(1) of 

the e-Privacy Directive). 

On the other hand, Member States may introduce exceptions through legislative measures, in 

specific circumstances listed under Article 15(1) of the e-Privacy Directive. According to Article 

15(1) of the e-Privacy Directive, such exceptional measures are possible when they constitute “a 

necessary, appropriate and proportionate measure within a democratic society to safeguard 

national security (i.e. State security), defence, public security, and the prevention, investigation, 

detection and prosecution of criminal offences or of unauthorised use of the electronic 

communication system[...]”. A public health crisis does fall within the scope of this article; 

therefore, Member States could introduce legislation that allows for location data processing 
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beyond the remit of Article 9(1) of the e-Privacy Directive. Still, such exceptional measures shall 

respect the Charter of Fundamental Rights and the European Convention for the Protection of 

Human Rights and Fundamental Freedoms, and shall be “strictly limited to the duration of the 

emergency at hand”.301 In the meanwhile, in light of the ongoing COVID-19 pandemic, the 

European Commission has requested telecom operators to provide “anonymised mobile metadata 

to help analysing the patterns of diffusion of the coronavirus”.302 As this request concerns 

anonymised data, it does not clash with the requirements of Article 9(1) of the e-Privacy Directive; 

however, the difficulty in true anonymisation remains a concern. 

 

iv. Location tracking in the Draft e-Privacy Regulation  

The e-Privacy Regulation aims to regulate location tracking through provisions on metadata. As 

explained above, the data sent for establishing and maintaining connection in networks, containing 

unique identifiers like “MAC address, the IMEI (International Mobile Station Equipment Identity), 

the IMSI, the Wi-Fi signal etc.”303  are used to identify electronic devices and therefore their users 

and to detect their location and movement in space. According to Recital 25 of the draft e-Privacy 

Regulation, such tracking can be conducted for statistical counting purposes without the end-users’ 

consent, “provided that such counting is limited in time and space to the extent necessary for this 

purpose”.304 In that case, information about the purposes of the processing, the limits of the 

tracking and the geographical area should be notified to individuals via adequate information 

notices.  
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If used for more intrusive purposes, such as identifying devices (and therefore the end-users who 

use the devices) or sending personalized messages to devices, the processing does not fall within 

the remit of statistical counting. Recital 25 states that commercial messages sent to a person’s 

device when that person enters a store, containing location-based personalized offers or “the 

tracking of individuals over time, including repeated visits to specified locations” cannot be 

deemed as statistical counting and has to be conducted on the basis of the individuals’ consent or 

if it is necessary for the provision of the service requested by the individual. In other words, Recital 

25 explicitly states that location tracking which goes beyond simple statistical counting cannot be 

conducted without consent or unless the provision of the service necessitates it. 

Another aspect concerning location tracking under the draft e-Privacy Regulation is the 

introduction of legitimate interests as a legal ground. The latest version of the draft regulation 

introduced legitimate interest as a legal ground allowing the processing of metadata and location 

data is a type of metadata. As Recital 17b of the draft e-Privacy Regulation states, one of the 

purposes of such introduction is to “benefit public authorities and public transport operators to 

define where to develop new infrastructure, based on the usage of and pressure on the existing 

structure”. On the other hand, introduction of legitimate interests into the text is also criticised 

because metadata may very well include sensitive personal data. When it comes to sensitive 

personal data, Article 9 of the GDPR does not allow processing of special categories of personal 

data on the basis of legitimate interests, whereas the current draft of the e-Privacy Regulation could 

result in processing, on the basis of legitimate interest, of sensitive personal data contained in 

metadata.305 As a result, the current text of the e-Privacy Regulation may result in weaker 

protection of metadata with sensitive content, compared to the GDPR’s standards. However, the 

Croatian Presidency of the Council seems to have considered this point, as the last paragraph of 

Recital 17b explicitly states that “A legitimate interest also should not exist if the electronic 

communications metadata include special categories of personal data as referred to in Article 9(1) 

of Regulation (EU) 2016/679, unless the conditions of Article 9(2)(g) and (j) of Regulation (EU) 

2016/679 are met”. Recital 17b also expresses that the interests and fundamental rights and 

freedoms of the end-user overrides the legitimate interest.  Moreover, the Regulation emphasises 

the necessity for additional conditions and safeguards, such as an impact assessment before 
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undertaking such processing, and forecloses sharing such metadata with third parties unless 

anonymised.306 It has to be noted that all of these aspects will most likely be subject to change, as 

the regulation is still not finalised. Therefore, PART II of this report will address the issue in 

greater detail.  

C - Next generation profiling tools: Cookie-less tracking  

The recent developments in the advertising industry paves the way for tomorrow’s cookieless 

tracking world, which is still a big question mark for many stakeholders in terms of details and 

technicalities of the cookieless tracking. Cookieless tracking means carrying out tracking activities 

without using cookies. Although cookies are important in visitors’ website experience, the recent 

changes show that the traditional approach and methods in the online tracking ecosystem are to be 

changed soon, especially the practice of using third party cookies.307 Using cookies for tracking 

purposes means that tracking systems mainly rely on users. This system has considerable flaws in 

terms of accuracy and precision when delivering ads as well as compelling disadvantages in terms 

of privacy and security.308 There are myriad concerns with regards to tracking systems using 

cookies. The new technologies are expected to address these challenges as much as they can by 

switching to cookieless systems.309 Cookieless tracking is regarded as efficient and effective310 not 

merely in monitoring users, but also in doing this at a cross-device level as well.311  

Although the inner workings of the technicalities and details about cookieless tracking systems are 

still ambiguous in many ways, there are some examples which are being referred to as cookieless 

tracking. Yet, it is important to note that it would be quite misleading to call examples such as 
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Lotame “cookieless tracking” due to the method they are using.312 However, all stakeholders of 

the advertising ecosystem are expecting the developments which are yet to come. It is expected 

that Google313 can truly develop a method which we could refer to as “cookieless”. There are 

compelling reasons for eliminating cookies and strong and varying implications314 that are 

discussed regarding introducing cookieless tracking. Currently, there are some alternatives, for 

instance, Google’s and Criteo’s alternative tracking schemes: Google’s Turtledove315 and Criteo’s 

Sparrow.316 As discussed above, following the developments in the advertising industry, most 

importantly those introduced by Google, it is expected that concepts such as contextual advertising 

will become prevalent.  

Although details about compliance with the GDPR and ePrivacy laws will be discussed in detail 

in the PART II of our Report, it is important to note that many believe that not much will change 

in terms of responsibilities and compliance with the rules set out under the GDPR, even under new 

schemes that eliminate cookies. It is also argued that such new schemes are designed merely as a 

way not to obtain consent, considering the problematic nature of consent in today’s online 

advertising ecosystem.317 In short, it can be concluded that there are still grey areas about the 
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application of cookieless tracking, the rationale behind it and its implications. PART I of this 

Report briefly introduces the concept of cookieless tracking yet leaves the discussions surrounding 

its practical and legal implications to the PART II.  

D - Debates/Challenges 

i. Tracking/Cookie Walls and Forced Consent 

Some websites have adopted a practice where to access the content of a website the visitors are 

forced to consent to tracking via cookies or similar technologies such as browser fingerprinting or 

tracking pixels explained above. Unless they give consent, they are either not allowed to view the 

contents of the page or their browsing experience is significantly inconvenienced. The practice of 

forcing users to consent to tracking in this manner is termed a “cookie wall” or “tracking wall” 

and has been a constant subject of debate. The main questions surrounding the issue were whether 

the e-Privacy Directive or the GDPR governs such processing through cookies, and whether the 

applicable legislation permits such consent practices. If the e-Privacy Directive and/or the GDPR 

is applicable, then consent would need to be interpreted pursuant to the GDPR, through the e-

Privacy Directive’s reference to the Directive 95/46/EC (Art. 2(f) of the e-Privacy Directive), 

which is now replaced by a reference to the GDPR (Art. 94(2) of the GDPR). Accordingly, 

GDPR’s Articles 4(11) and 7 apply, which prohibit forced consent and deem consent that is 

obtained without complying to the rules set out under the GDPR “invalid”. 

It is open to discussion what constitutes “forced” consent. Advertising networks, publishers, 

stakeholders who rely mainly on online advertising to support their business model are of the view 

that cookie walls would not result in “forced” consent and that they are not prohibited under the 

applicable law. Specifically, one interpretation that is used in support of this argument is that the 

wording of Recital 25 of the e-Privacy Directive allows for cookie walls,318 which reads as follows:  

“Access to specific website content may still be made conditional on the well-informed 

acceptance of a cookie or similar device, if it is used for a legitimate purpose.” 
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Recital 25 raises questions, especially considering the requirement for consent to be freely given. 

When faced with a cookie wall, users have no choice but to accept the processing in order to access 

the content. This condition prevents the consent from being freely given.319  Correspondingly, 

Article 29WP has suggested this recital to be reviewed or clarified.320  

“In the 29WP (WP 240) understanding, these take it or leave it approaches rarely meet the 

requirements for freely given consent. It specifically stated that ‘if the consequences of 

consenting undermine individuals' freedom of choice, consent would not be free.”321 

In this context, the EDPB’s recently updated guidelines on consent provide guidance for the 

application of consent-related clauses under the e-Privacy Regulation.322 The EDPB clearly states 

that consent given in the face of a cookie wall is not freely given,323 therefore is invalid, unless a 

viable alternative which would allow visiting the website or using the service is presented. 

Scrolling through a web page does not constitute consent, either, as it could easily be mixed with 

other activities and does not satisfy the conditions provided under the GDPR for valid consent.324 

Following the EDPB’s updated guidelines, the Spanish DPA also updated its cookie guidelines in 

July 2020, with the participation of various stakeholders from the online advertising sector. 

Previously, the Spanish DPA was one of the few DPAs that had not presented a clear opinion on 

the issue of cookie walls; however, its updated guidelines follow the EDPB’s guidelines, stating 

that scrolling does not constitute consent and cookie walls cannot be used to obtain consent as such 
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consent would not be freely given. The Spanish DPA allowed for a three-months long transition 

process, until 31 October 2020, for the companies to implement the new guidelines.325 

In addition to the EDPB and the Spanish DPA, the Dutch, French, German, Danish, Greek, Irish 

and Belgian DPAs support this view, as well as the European Consumer Organisation (BEUC) and 

the EU Parliament. On the opposite corner is the Austrian DPA, according to whom consent 

obtained via tracking/cookie walls constitute valid consent,326 though it remains to be seen if they 

will revise this opinion following EDPB’s guidelines.  

The British DPA, the Information Commissioner’s Office (ICO) is yet to present a clear or final 

opinion on the matter. It seems to have a rather flexible approach, which resulted in “differing 

opinions as well as practical considerations around the use of partial cookie walls”.327 The ICO’s 

approach is similar and in parallel with the view of the Federation of European Direct and 

Interactive Marketing (FEDMA) that cookie consent should not focus on GDPR level consent that 

“is likely to have a strong impact on user's experience (consent fatigue). The general approach of 

the Article could be rethought more in line with the risk-based approach of the GDPR”.328 

Although these concerns exist, after the Planet49 decision, as explained above in Section II(A)(ii) 

under the subheading “Cookie wars”, the CJEU’s position is now “fully aligned with the current 

consent regime under GDPR and the mirroring consent provisions of the latest proposed draft of 

the e-Privacy Regulation”.329 

Regarding the issues concerning consent, there are compelling arguments with regards to rules 

relating to consent as well as its implementation. For instance, Bietti argues that consent practices 
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in today’s platform economy are not only insufficient, but also “positively harmful”.330 She 

contends that the perspective which focuses on “voluntariness and disclosure such as the ones 

generally adopted by regulators and courts fail to account for the systemically unjust background 

conditions within which voluntary individual acts of consent take place”.331  

On the other hand, it is also believed that the main problem with the issues related to consent do 

not stem from the notion of consent under the legal framework, but from the lack of 

implementation of the existing legal framework and the problems faced in its application. Put 

differently, this view argues that the consent rules in the EU describe the ideal practices, which, if 

fully respected, would allow individuals to enjoy their rights and freedoms in a system where their 

autonomy is protected. Accordingly, the problem is not the existing laws or rules themselves but 

rather their implementation and the lack of action by the DPAs.  

- CNIL’s (National Data Protection Commission, Commission National 

d’Informatique et des Libertés) cookie guidelines and the ban on cookie walls 

The French DPA CNIL’s cookie guidelines332 adopted on 19 July 2019, repeals CNIL’s previous 

guidelines from 2013 and clarifies consent requirements under Article 82 of the French Data 

Protection Act, concerning the implementation of cookie rules under the e-Privacy Directive.333 

Accordingly, in order to set non-essential cookies, end-users shall actively give their consent after 

being informed of the standards provided under Articles 4(11) and 7 of the GDPR, and simply 

continuing to browse a website or pre-ticked boxes do not constitute valid consent. The guidelines 

also prohibit cookie walls in its Article 2, on the grounds that consent cannot be freely given in the 

existence of a cookie wall. Considering that the CNIL’s guidelines were adopted before EDPB’s 
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updated guidelines on consent, an explicit prohibition of cookie walls was a significant step that 

led to much outcry from various actors in the online advertising sector: several professional 

associations (including, among others, Interactive Advertising Bureau (IAB) France, the Mobile 

Marketing Association France, the Federation of E-Commerce and Distance Selling federation 

(FEVAD), the Internet Companies Syndicate (SRI)) sought before the French Council of State the 

annulment of the said guidelines, arguing the CNIL has exceeded its authority by imposing strict 

rules and prohibiting cookie walls.   

On 19 June 2020, the Council of State declared that, by prohibiting cookie walls on the basis of 

the freely-given consent requirement under the GDPR, CNIL has exceeded its powers, which are 

limited to making non-binding regulations or legal instruments.334 According to the Council of 

State, the CNIL should have simply reminded that the EDPB finds cookie walls to be unlawful 

under the GDPR, rather than giving the opinion of the EDPB a binding quality.335 Nevertheless, 

the Council of State stated that, considering that the GDPR is supposed to remain a flexible body 

of law, the CNIL does not have the authority to prohibit cookie walls, especially not by way of 

issuing guidelines.336 On the other hand, with regard to other disputed aspects addressed by the 

guidelines, such as the requirements for the consent to be valid, information obligations as well as 

the time limits for the cookies set without obtaining the end-users’ consent, the Council of State 

rejected the applicants’ requests and stated that the CNIL has not exceeded its powers but only 

clarified the relevant legislation.337  

On the same date, on 19 June 2020, the Council of State decided on another significant matter 

relating to freely given consent in online advertising, confirming the CNIL’s decision of 21 
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January 2019338 to fine Google 50 million Euros.339 The original complaint against Google before 

the CNIL, which culminated in this 50 million Euro fine, concerned the lack of a valid legal ground 

for data processing conducted by Google especially with regard to personalized advertisements in 

Android devices. The CNIL had taken up the issue upon the complaints of the organisations None 

Of Your Business (“NOYB”) and La Quadrature du Net (“LQDN”). Following its examination, 

the CNIL had issued the fine on the grounds that Google failed to provide adequate transparency, 

did not inform its users to the standards expected by the GDPR (particularly concerning the data 

retention periods and the purposes of data processing), and, failed to obtain the freely-given and 

informed consent of its users for personalised advertising practices on Android devices.   

Google objected to the CNIL’s decision, among others, on the grounds that it did not have 

jurisdiction to address this matter, since Google’s European headquarters was in Ireland, making 

the Irish DPA competent. The CNIL found itself competent after exchanging views with the Irish 

DPA, due to the fact that Google’s Irish headquarters did not have the decision-making authority 

over other European branches of Google: “the Irish establishment did not have a decision-making 

power on the processing operations carried out in the context of the operating system Android and 

the services provided by GOOGLE LLC, in relation to the creation of an account during the 

configuration of a mobile phone”.340 The CNIL’s point was that the one-stop shop mechanism 

does not apply because the decision making by Google takes place in California, not in Europe, 

resulting in every European DPA being competent. In this context, it does not make a difference 

whether Google has moved its main establishment to Ireland.  
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The Council of State agreed with the CNIL, stating that, on the contrary of Google’s arguments, 

the CNIL had the jurisdiction to address the issue and was correct in its observations. Moreover, 

the Council of State confirmed that the fine of 50 million Euros was appropriate considering the 

gravity of Google’s practices and their duration, as well as Google’s financial status and power. 

This decision’s importance lies in the fact that it confirms the CNIL’s observations regarding 

Google’s consent practices, and that Google indeed did not obtain freely given and informed 

consent of its users for personalised advertising on Android devices. 

- The draft e-Privacy Regulation and cookie walls 

When it comes to the draft e-Privacy Regulation, it has to be noted that the first draft of the 

European Parliament, dated 26 October 2017, introduced a ban on tracking walls in Articles 

8(1)(1)(b) and Recital 22. However, that first draft has undergone many changes since 2017 and 

most recently, the draft text proposed by the Finnish Presidency in 2019 introduced the idea of 

tracking walls being lawful, especially for advertising purposes.341  

Although in an indirect manner, Recital 21 of the Finnish draft of the ePrivacy Proposal of 2019 

presents the idea of legitimizing tracking walls for advertising. This referral shows that it is a 

controversial topic in the context of politics among the stakeholders. This draft marks that consent 

can be considered valid when the data processing related to a service the user requested is 

conducted for the purpose of advertising. 342  

Moreover, according to Recital 21(b) of the draft e-Privacy Regulation, legitimate interest can be 

used as “a legal basis to use processing and storage capabilities of terminal equipment or to collect 

information from an end-user’s terminal equipment”, by service providers which have a role in the 

protection of freedom of expression and information, such as online newspapers, and which 

finance their services through advertising. The Recital states that end-users should be informed 

about the details and purposes of such processing and accept it. If this version of the regulation 

becomes final, it would be possible to have tracking walls on websites.343 More details about the 
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legitimate interest as a legal ground under the e-Privacy Regulation can be found below in 

subsection D(iii). 

Borgesius, LIBE Report from 2017, talks about blacklisting/grey listing certain uses of tracking 

walls and underscores four points by making suggestions about “location tracking”; “browsers and 

default settings”; “tracking walls”; and “the confidentiality of communications”.344 Borgesius 

contends that regarding these four points, the ePrivacy proposal fails to provide adequate 

protection of the right to privacy and confidentiality of communications and that “some provisions 

in the ePrivacy proposal offer less protection than the GDPR”.345  

Article 29 WP has a similar opinion as it states that forced consent shall be prohibited in five 

circumstances, more specifically in the following circumstances:  

“(1) Tracking on websites, apps and or locations that reveal information about special 

categories of data (health, political, sexual, trade union etc.). Even if visits to services 

providing information about such special categories of data do not disclose in themselves 

special categories of data about these users, there is a high impact on the private life of 

those users if they are labelled as being interested in such information; (2) Tracking by 

unidentified third parties for unspecified purposes. This is for example the case when a 

website or app auctions its advertising space, and unknown third parties may actually start 

to track the users through the website or app; (3) All government funded services; (4) All 

circumstances identified in the GDPR that lead to invalid consent, such as for example an 

unequal balance of power, if there is no equivalent alternative, or forced consent is part of 

a contract; (5) Bundled consent for processing for multiple purposes. Consent should be 

granular”.346  

ii. Do-Not-Track signals  

The first draft of the e-Privacy Regulation included an article that required the browsers to present 

their users the first moment they were using the browser with an option to opt-out from tracking. 
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Even that version of the Article was criticised, suggesting that every browser should by default not 

track its user, unless the user explicitly opts-in to it,347 but it would still improve user privacy. 

Unfortunately, later on Article 10 was completely deleted from the draft Regulation.348 

Signalling consent through browser settings may not be appropriate, as it would hardly comply 

with the legal requirements of valid consent. On this point, Santos et al. opine that browser settings 

fail to meet the requirements of valid consent because the purposes of processing are not specified, 

the settings cannot ensure that the user is informed and they do not provide a sufficient method to 

express an unambiguous consent.349 Furthermore, they do not agree with the Article 29 WP’s 

statement that browser settings could be regarded as a mechanism for expressing consent, 

especially if the settings are presented in an unambiguous way. Santos et al. ground their 

disagreement on the fact that “many browser vendors expose cookie settings in browser 

preferences that are hard to find”.350 In addition, it is important to note that “the location and user 

interface of such cookie settings changes significantly from one version of the browser to another” 

and also because cookie settings might not work on all tracking technologies. For instance, because 

there is no exact way  to identify browser fingerprinting and furthermore, “the purpose of such 

fingerprinting is not known, browser preferences are not a meaningful control mechanism for this 

tracking technology”.351 Although the technology signalling that a user does not want cookies 

placed on their device, namely Do-Not-Track signals, have existed for a long time now, it was 

never mandatory for software developers to provide the Do-Not-Track option and when they did, 

many websites did not respect users’ choice not to receive cookies.   

The e-Privacy Regulation had originally included an Article 10 which introduced a mandatory Do-

Not-Track signal option for software.352 According to the Article, this option would be presented 

to users upon installation, in line with the privacy by design and default principles adopted by the 

GDPR, and would be an important step towards resolving the ever-present problem of consent 
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fatigue. Still, the suggested article was not perfect, it was criticised even in its original form and 

suggestions were made for the Article to require for the browsers not to track users by default and 

provide them with an option to opt-in to tracking.353 In LIBE Report, Borgesius states that 

“Browsers, default settings, and Do Not Track Article 10 does not offer sufficient privacy 

protection” and that Article 10 provides that “browsers and similar software should offer people 

the option to allow or reject third party tracking (internet-wide tracking)”.354 It is important to 

note that the provision previously prescribed browsers to have privacy-friendly settings by default. 

As Borgesius points out, it is far from easy to reconcile Article 10 with the GDPR as the GDPR 

sets out rules that require data protection by design and by default.  Accordingly, EU legislators 

are recommended to employ privacy by design approach and that browsers as well as similar 

software should adopt privacy friendly settings by default which puts limits to online tracking.355 

Furthermore, it is suggested that there be a requirement for Do Not Track or any other similar 

standard in order to comply with the rules since such a requirement would allow individuals “to 

signal with their browser that they do not want to be tracked”.356 Another important point made 

in the LIBE Report concerns the non-discriminatory application of Do-Not-Track, in other words, 

it is believed that Do-Not-Track application should be technology neutral and also encapsulate 

cookies and device fingerprinting.357 Lastly, as the Report underscores it goes without saying that 

“the standard should be user-friendly, and be backed by law and proper enforcement”.358 

These suggestions could have been helpful to improve the proposed Article 10. Unfortunately, 

Article 10 was later on completely deleted from the draft during the Council discussions due to the 

Austrian Presidency’s suggestion for deleting this article on the basis that it would create further 

consent fatigue - an argument which is quite difficult to agree with.359 The deletion of Article 10 

is clearly a missed opportunity to solve the consent fatigue problem and undermines the aim to 

provide more efficient choice and protection to individuals. 
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iii. Introduction of legitimate interests as a ground for processing of electronic 

communications data, including both content and metadata  

As addressed above in section B(iii) on location tracking and e-Privacy, as well as in section D(i) 

on the draft e-Privacy Regulation and cookie walls, the Croatian Presidency of the Council of the 

European Union introduced legitimate interests as a legal ground for processing.  

According to Recital 17b of the latest consolidated text of the draft e-Privacy Regulation, one of 

the purposes of such introduction is to “benefit public authorities and public transport operators to 

define where to develop new infrastructure, based on the usage of and pressure on the existing 

structure”. While it may be beneficial in this sense, the introduction of legitimate interests into the 

text is also criticised because metadata may very well include sensitive personal data, and when it 

comes to sensitive personal data, Article 9 of the GDPR does not allow processing of special 

categories of personal data on the basis of legitimate interests. In light of this, the current draft of 

the e-Privacy Regulation could result in the processing, on the basis of legitimate interest, of 

sensitive personal data contained in metadata.360 As a result, the introduction of legitimate interests 

as a legal ground for processing metadata into the e-Privacy Regulation would result in weaker 

protection of metadata with sensitive content, compared to the GDPR. As pointed out by the former 

Bulgarian Presidency, considering the sensitive nature of the communications data, a wider and 

non-specific provision like the legitimate interest ground in the current draft that allows processing 

of communications data would violate the case-law of the CJEU.361 The EDPB had also made an 

explicit statement in this regard, in its statement of 25 May 2018: 

“[T]here should be no possibility under the ePrivacy Regulation to process electronic 

communications content and metadata based on open-ended grounds, such as ‘legitimate 

interests’, that go beyond what is necessary for the provision of an electronic 

communications service.” 362 
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The introduction of legitimate interests into the draft e-Privacy Regulation is criticised also on the 

grounds that it “has turned the ePrivacy reform into a surveillance tool,” creating a “blatant 

disregard for fundamental rights”.363 

The Croatian Presidency seems to have introduced safeguards to combat such concerns and 

criticisms. For instance the final paragraph of Recital 17(b) states that “A legitimate interest [...] 

should not exist if the electronic communications metadata include special categories of personal 

data as referred to in Article 9(1) of Regulation (EU) 2016/679, unless the conditions of Article 

9(2)(g) and (j) of Regulation (EU) 2016/679 are met”. Moreover, the same paragraph states that 

“[S]uch metadata should not be used to determine the nature or characteristics of an end-user or 

to build an individual profile of an end-user. In such usage cases, the end-user’s interests and 

fundamental rights and freedoms override the interest of the service provider, as such processing 

operations can seriously interfere with one's private life, for instance when used for segmentation 

purposes, to monitor the behaviour of a specific end-user or to draw conclusions concerning her 

or his private life”. In addition, the Regulation emphasises the necessity of extra conditions and 

safeguards, such as an impact assessment before undertaking such processing, and forecloses 

sharing such metadata with third parties unless anonymised.364  

According to Recital 21b of the e-Privacy Regulation, legitimate interest can be used as “a legal 

basis to use processing and storage capabilities of terminal equipment or to collect information 

from an end-user’s terminal equipment”, by service providers which have a role in the protection 

of freedom of expression and information, such as online newspapers, and which finance their 

services through advertising. The recital states that end-users should be informed about the details 

and purposes of such processing and accept it. The wording of this part of Recital 21b about end-

users accepting the processing may be problematic, as it seems to confuse legitimate interest with 

consent. And another potential problem with this term is that, while consent is subject to GDPR 

standards, the standards this “acceptance” will need to comply with are far from being clear.   
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Moreover, like the last paragraph of Recital 17(b), the last paragraph of Recital 21(b) states that 

legitimate interests should not be used as a legal ground for processing activities where the end-

users are profiled and if the information includes special categories of personal data. Most online 

behavioural advertising would fall under this category; therefore, it would not be possible to use 

legitimate interest as the legal ground for this type of advertising. This point seems to be aimed at 

providing relief in the face of concerns from various stakeholders. 

The Croatian Presidency may have aimed to protect online newspapers by introducing this recital, 

since online newspapers mostly rely on advertising to survive. However, considering that the 

advertising methods they most frequently use involve profiling of individual users and inferring 

sensitive information about their private lives, this recital could easily fail to achieve its intended 

purpose.365  

Within the main body of the text, Article 6b(e) introduces legitimate interests of the provider of 

the electronic communications service or network as a legal ground to process electronic 

communications metadata. However, as mentioned in Recital 17(b), the fundamental rights and 

freedoms of the end-user is a limiting factor: Article 6b(e) clearly stipulates that processing of 

metadata is only allowed as long as the end-user’s interests or fundamental rights and freedoms do 

not override the interests of the service or network provider.366 Moreover, second paragraph of the 

same subclause clarifies that if the end-user will be profiled through processing the metadata, or if 

their behaviour and characteristics will be deducted from the metadata, the legitimate interests of 

the service or network provider will be automatically overridden and it will not be possible to 

process the metadata on the basis of this legal ground. 

Legitimate interest is also included in Article 8(1)(g) as a legal ground for the processing of the 

information stored in the end-user’s terminal equipment. In line with Article 6b(e), such processing 

is allowed if “it is necessary for the purpose of the legitimate interests pursued by a service 
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provider to use processing and storage capabilities of terminal equipment or to collect information 

from an end-user’s terminal equipment, except when such interest is overridden by the interests 

or fundamental rights and freedoms of the end-user”. The article states, in the following paragraph, 

that if the end-user is a child or if the processing aims to “determine the nature and characteristics 

of the end-user or to build an individual profile of the end-user or the processing, storage or 

collection of the information by the service provider contains special categories of personal data 

as referred to in Article 9(1) of Regulation (EU) 2016/679”, then the interests of the end-user will 

override the interests of the service provider.367 

It has to be noted that all of the above-mentioned aspects will most likely be subject to change, as 

the regulation is still far from being finalised. The current text of the draft regulation has become 

significantly more complex and has drawn major criticisms, considering the reduced level of 

protection compared to the European Parliament’s position.368 In light of potential changes to be 

made by the German Presidency, PART II of this report will address the issue with more clarity 

and detail.  

 

iv. Online child abuse and e-privacy  

Children spending time online unsupervised is a necessity for them to learn how to navigate the 

online environment, to participate in different communities, find creative outlets and communicate 

with their peers. However, it also leaves them open to risky situations, one of which is online 

sexual abuse.369 The Covid-19 crisis has aggravated this risk, as children are spending more time 

online than ever and doing so in physical isolation. In response to the aggravated situation, the 

European Commission introduced an initiative titled “EU strategy for a more effective fight against 

child abuse”. Within this framework, the Commission announced that they will “propose 
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legislation to require online platforms to detect and report sharing of” online child abuse 

material.370   

In its strategy, the European Commission states that in a first stage, the Commission aims to 

“propose the necessary legislation to ensure that providers of electronic communications services 

can continue their current voluntary practices to detect in their systems child sexual abuse after 

December 2020”.371 Furthermore, in a second stage, the Commission states that it aims to 

“propose the necessary legislation to tackle child sexual abuse online effectively including by 

requiring relevant online services providers to detect known child sexual abuse material and 

require them to report that material to public authorities”.372  

An important issue to consider when it comes to online child abuse and e-privacy is end-to-end 

encryption373 and how it may prevent online platforms from detecting and reporting the majority 

of the child abuse cases.374 In addition, under the EU Internet Forum, the Commission launched 

an expert process with industry to map and assess and address challenges stemming from the 

complexities of the online ecosystem and find potential “technical solutions to detect and report 
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child sexual abuse in end-to-end encrypted electronic communications, and to address regulatory 

and operational challenges and opportunities in the fight against these crimes.”375  

The topics of prevention of child sexual abuse is also debated under the draft e-Privacy Regulation. 

The current draft includes in its Article 6(d) the prevention of child sexual abuse as a legal ground 

for processing of electronic communications data, which seems to be a positive development for 

the protection of children. Still, it is criticised on the basis that processing of more electronic 

communications data will widen the attack surface and weaken the security of electronic 

communications.376  

Although there is no doubt that steps should be taken for contributing to the global fight against 

online child abuse and that there is a need for more precise and effective legal framework and 

accordingly there was consensus that this issue should be addressed, numerous stakeholders had 

different views with regards to how it should be done. More specifically, there were differing 

opinions about addressing challenges in a separate legislation or rather introducing “a permanent 

legal ground allowing the processing of electronic communications data for the purpose of 

preventing child abuse”.377 During the discussions under the Finnish Presidency, a permanent legal 

ground was introduced in Article 6(d) of the draft e-Privacy Regulation.378   

Moreover, it is important to note that  numerous stakeholders argued against Article 6(d) regarding 

the processing of electronic communications data to prevent child sexual abuse contending that it 

could create vulnerabilities, especially when it comes to securing electronic communications.379 

EDRi’s commentary supports this view, stating that this possibility could lead to more surveillance 

and therefore work against the main purpose of the e-Privacy Regulation to protect privacy and 
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confidentiality.380 The differing critical perspectives with regards to e-Privacy Regulation and 

online child protection in the context of new technologies will be addressed in PART II of this 

Report. 

v. Backdoors and weakened security 

Recent debates and discussions underscore the importance of encryption.381 As it can be seen from 

the open letter written by the UK Home Department, US Attorney General, US Homeland Security 

and Australian Home Affairs,382 States are reluctant to support end-to-end encryption and want a 

“backdoor for law enforcement to circumvent legitimate encryption methods in order to access 

private communications”.383 

The e-Privacy Regulation allows access and processing of electronic communications data in case 

“it is necessary for compliance with a legal obligation to which the provider is subject laid down 

by Union or Member State law in accordance with Article 11, which respects the essence of the 

fundamental rights and freedoms and is a necessary and proportionate measure in a democratic 

society to safeguard the prevention, investigation, detection or prosecution of criminal offences or 

the execution of criminal penalties, and  the safeguarding against and the prevention of threats to 

public security” (Article 6(d)). This paragraph is criticised as it may enable MSs to enact 

legislation, which would allow backdoors on end-users’ terminal devices. Backdoors decrease the 

security of communications, in addition to increasing the risks and the costs associated with the 

electronic communications.384 In other words, they are quite open to abuse. Moreover, they do not 

comply with the GDPR’s principles such as fairness, transparency, and security.385 
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On top of the criticisms regarding backdoors, the draft proposal is also criticised due to the high 

number of legal grounds allowing processing of electronic communications data, in the latest 

version of the proposed text, since this would “weaken cybersecurity by increasing the complexity 

of communication systems and enlarging the “surface of attack”.386 

vi. Data retention  

Paragraph 4 of Article 7 of the draft e-Privacy Regulation enables the MSs to require commercial 

actors to retain the data for longer periods than previously allowed, “to safeguard the prevention, 

investigation, detection or prosecution of criminal offences or the execution of criminal penalties, 

and the safeguarding against and the prevention of threats to public security”. This is criticised as 

the MSs may take advantage of this provision to bypass the CJEU’s recent jurisdiction limiting 

MSs data retention capabilities, via resorting to the use of the electronic communications data 

collected by commercial actors, which would then result in increased surveillance of all types of 

electronic communications.387 

vii. Competition and ePrivacy: the CMA report and Google’s acquisition of Fitbit 

The fact that a few big platforms like Google and Facebook dominate online product and services 

markets as well as online advertising markets is quite concerning from a competition viewpoint, 

considering how these platforms have gained and currently hold the power to significantly 

influence the online products and services due to their dominance, and as a result also create 

concerns regarding ePrivacy. For instance, Google holds more than 90% of the £7.3 billion online 

search advertising market in the UK. Facebook holds more than 50% of the £5.5 billion online 

display advertising market.388 Another example of their dominance can be seen in the shares of 

user attention these platforms hold: Google and Facebook held 38 percent of the users’ attention 

in February 2020 in the UK and this number went up to 39 percent in April 2020, during the Covid-
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19 pandemic.389 Due to their dominance, their products and services benefit from strong “network 

effects, economies of scale and unmatchable access to user data”,390 which is making it more and 

more difficult for their competitors to compete with them. This creates a negative effect with regard 

to the competition in the relevant markets, especially the digital advertising market, increasing the 

prices of goods and services, and “leads to reduced innovation and choice and to consumers giving 

up more data than they would like”.391 Moreover, the dominance of these platforms have a negative 

effect on the online publishers, such as newspapers and other content creators, as explained above 

in Section II, subheading A(v) on “Alternatives and contextual advertising”. 

In light of these problems, competition authorities have started paying more attention to online 

platforms and their data practices. Most recently, the UK Competition and Markets Authority 

(CMA) has initiated an investigation into online platforms and digital advertising in July 2019. 

The main goals behind the investigation were to understand market power of online platforms, 

their effect on consumers, the amount of information and control the consumers have over their 

data and the effect of the market power the online platforms have on competition.392 The final 

report was released on 1 July 2020.393  

From an e-privacy viewpoint, some important suggestions raised by the report, regarding potential 

interventions are as follows: First of all, in line with the interim report of December 2019, CMA 

suggests creating a shared data ecosystem to increase competition, where platforms open their 

databases for new market entrants and smaller companies and share data relating to users via 

common user IDs.394 Secondly, CMA suggests that consumers should be allowed to sell access to 
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their personal data, and it mentions the introduction of data self management through “Personal 

Information Management Services (PIMs)” and “Personal Data Stores (PDS)”.395  

CMA also suggests that certain platforms shall be banned from using certain types of personal data 

they collect through one service on another one, as well as supporting the idea of purpose limitation 

and the other relevant requirements under the GDPR.396 

CMA’s suggestions above were criticised on the grounds that, first of all, creating a shared data 

ecosystem presents a significant risk when it comes to data protection and may lead to a race to 

the bottom. Secondly, the idea of data self-management is questioned, considering the ease such a 

scheme may provide in abusing the user data through forced consent, in an environment where 

power imbalances and information asymmetries persist. On the other hand, suggestions regarding 

enforcing the GDPR’s purpose limitation principle and the idea that some types of personal data 

should not be used across different services of the same platform are welcomed.397 

Google’s acquisition of FitBit and its significance in the online tracking ecosystem398 

Google’s intentions to acquire Fitbit raised significant questions in the EU concerning both 

competition and privacy, in light of the risk that Google’s acquisition of Fitbit’s data, which 

includes sensitive health and biometric data of its users, may strengthen its dominance even further 

and open the door for data abuses.399  
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Within the scope of the European Commission’s investigation, Google promised not to use Fitbit’s 

data for advertising purposes and keep the collected data separate for 5 years. Accordingly, Google 

will establish a scheme called Fitbit Account Data which will include auditable controls on 

technical and process-related aspects. Google will not transfer the data to its servers or use the data 

for Google’s advertising services, in a manner that Fitbit will remain the only data controller. The 

European Commission is testing the proposed scheme to determine if in those circumstances the 

acquisition would disturb competition and whether the proposed data scheme would be compliant 

with the data protection and privacy laws. 

Politico reported that the industry responded negatively to Google’s proposal and consumer groups 

requested the deal to be further investigated. Experts from academia and civil society also warned 

the Commission to reconsider the deal, since similar deals in the past, such as Google-DoubleClick 

and Facebook-WhatsApp, have proven quite problematic from both privacy and competition law 

aspects.400 For instance, Facebook had argued during the European Commission’s investigation 

into its acquisition of WhatsApp in 2014 that “it would be unable to establish reliable automated 

matching between Facebook users' accounts and WhatsApp users' accounts”.401 Only two years 

had passed after this statement when WhatsApp introduced the possibility to link its users’ phone 

numbers with their Facebook profiles. Even though Facebook stated that such matching was not 

technically possible in 2014, the European Commission found that it was indeed possible, and 

Facebook had knowingly stated otherwise during the investigation in 2014. As a result, Facebook 

was fined €110 million since it had provided incorrect or misleading information. The Commission 

stated that this new information does not affect its assessment of the merger as the Commission 

had already explored the potential effects of such technical possibility during its investigation.402 

However, even if one accepts that such a merger does not disturb competition in the relevant 

markets, it is difficult to argue that merging databases in this manner would not create significant 

risks from a data protection and privacy viewpoint. It is difficult to assess the effect of mergers 
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and acquisitions involving big datasets, as, among other problems, information asymmetries 

between big data companies and regulatory/supervisory authorities contribute to a lack of 

understanding from the authority’s side. Technical capabilities to be acquired by the company as 

a result of the acquisition may seem harmless to the authorities at first. Nevertheless, the biggest 

selling point in such mergers is the data, and it has to be kept in mind that the distinctive 

characteristic of big data is that in time it is possible to develop/discover new and potentially highly 

lucrative uses of it and thus, a seemingly harmless acquisition may create significant disturbances 

to the competition such as monopolization and critical risks to users’ privacy in the not-so-distant 

future. 

The Commission was expected to make its decision regarding Google’s acquisition of FitBit by 8 

August 2020403 and it was regarded as highly possible that the deal would be approved under the 

current circumstances.404 However, on August 4, 2020, as a reflection of the above-mentioned 

concerns, the Commission decided to initiate an in-depth investigation to assess the deal under the 

EU Merger Regulation. In its press release, the Commission expresses its concerns that the deal 

would further strengthen Google’s position in the online advertising markets “by increasing the 

already vast amount of data that Google could use for personalisation of the ads it serves and 

displays.”.405 The Commission states its doubts regarding Google’s proposal of data silos, which 

includes keeping the data acquired from FitBit separate from Google’s own databases, in data silos 

that Google would create, and not using it for Google’s advertising business. According to the 

Commission, creation of such data silos cannot dismiss their doubts regarding the effects of the 

transaction: 

“However, the Commission considers that the data silo commitment proposed by Google 

is insufficient to clearly dismiss the serious doubts identified at this stage as to the effects 

of the transaction. Among others, this is because the data silo remedy did not cover all the 
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data that Google would access as a result of the transaction and would be valuable for 

advertising purposes.”406  

At this stage, the Commission needs to make a decision by 9 December 2020,407 which is highly 

anticipated and may have great significance for similar acquisitions in the future. 

Concluding Remarks 

Before moving on to PART II of this Report, we aimed to explain the chronological advent of and 

important issues concerning ePrivacy laws both in Europe and Turkey. In PART I of this Report, 

we set the scene before furthering the discussions on the most debated issues concerning e-Privacy 

laws. To do so, in Section I, we first provided a general overview of the chronology of the e-

Privacy laws and a summary of the applicable legal framework both in Europe and in Turkey. 

Secondly, we underscored the important points concerning the current debates on the draft e-

Privacy Regulation. In Section II, we explained location tracking and online identifiers under the 

draft e-Privacy Regulation. We delved into online tracking technologies, location tracking, and 

next generation profiling tools and cookieless tracking before furthering the discussion on 

tracking/cookie walls and forced consent, Do-Not-Track signals, introduction of legitimate interest 

as a ground for  processing of electronic communications data, the critical issue of online child 

abuse prevention, backdoors and weakened security challenges, data retention and finally 

concluded by a brief summary of the competition and its relation with ePrivacy with a specific 

focus on the CMA Report and Google’s acquisition of Fitbit.  

Moving forward, in PART II of our Report, we will build on the discussions we carried out above 

and aim to delve into the business impact of turning all cookies (except necessary cookies) off on 

websites, the implications of cookieless tracking technologies for different stakeholders while 

addressing the question of how do we balance user privacy and the data economy in the context of 

online advertising. We will also discuss the legal and economic implications of the current 

technologies as well as cookieless technologies. We further aim to look at the legislation aspect 

and answer the questions of whether there is a need for strict regulations to protect users or whether 
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the optimal approach would be self-regulation/co-regulation or not. We will also address how 

digital literacy could be seen as a compelling option in enhancing individuals’ rights to data 

protection and privacy.  

In an effort to find the optimum approach to find the right balance between protecting users’ right 

to privacy and supporting transparency, fairness, and innovation in the golden age of the online 

advertising industry, the issues and challenges we mentioned in PART I of this Report are crucial 

to understand before drawing a roadmap for Turkey. In this context, the PART I of this Report 

concludes that before carrying out an in-depth analysis of the relevant laws and rules that exist in 

the current data protection and privacy regimes both in the EU and in Turkey, and before drawing 

a roadmap for Turkish legislators, developing a true understanding of the important points that are 

emphasised in the above discussions are of utmost importance.  

Overall, in light of the above discussions, it can be concluded that the current situation with regards 

to the enactment of the long-waited e-Privacy Regulation, the reasons behind its postponement 

and the challenges that rotate around the debates concerning e-Privacy legislation require careful 

consideration. We believe that the current debates generally lack to take account of novel 

technologies, especially in the area of online advertising. No matter where in the world, enactment 

of e-Privacy laws will have strong implications and pivotal importance not only for the future of 

businesses and the economy of a country, but will also have tangible impact for individuals’ rights, 

freedoms and liberties. Due to the dynamic nature of ever-developing technologies and ever-

changing online tracking methods, it is absolutely necessary to appreciate that the decisions made 

for shaping the legislation calls for additional scrutiny as it needs to keep up with the developments 

in the advertising sector and its surrounding fields.     

Although PART II of our Report will mainly focus on the business and legal impact of the novel 

technologies and their interlink with the long-debated issues such as consent, the essences lying at 

the heart of the privacy and data protection regimes and their implications in practice will also be 

underscored from consumer protection, competition, and human rights perspectives. PART II of 

our Report will aim to address all the challenges we explained in PART I and provide a multi-

layered and holistic approach with a specific focus on the practical implications of e-Privacy rules.   
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Lastly and arguably most importantly, we believe that the ever-changing nature of online 

advertising technologies should be taken into account and be well-understood before making 

policy decisions and laws which will govern the ePrivacy ecosystem. In this way only, the optimal 

approach where different stakeholders’ rights and interests are protected can be achieved and the 

risk of making laws that are doomed to be outdated and inefficient can be avoided.   
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